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**FOREWORD TO THIRD EDITION**

The objective of the Guidelines for the Economic Evaluation of Health Technologies: Canada is to assist the “doers” of economic evaluations (i.e., analysts) to produce credible and standardized economic information that is relevant and useful to decision makers in Canada’s publicly funded health care system. The guidance provided sets standards for the conduct and reporting of high quality economic evaluations that can be reviewed and compared by decision makers.

The principles in the third edition apply to a variety of health technologies, including those that promote health, prevent and treat conditions, or improve rehabilitation and long-term care. In the past, the Economic Guidelines were primarily directed toward the evaluation of drugs. The audience for the economic evaluations has been mainly publicly funded drug programs and pharmaceutical manufacturers that submit economic information to support the formulary listing of drug products. Increasingly, however, economic evaluations are being used to inform decisions about other health care technologies, such as vaccines, devices, medical and surgical procedures, disease prevention and screening activities, health promotion activities, and health care delivery initiatives such as telemedicine. Such technologies refer not only to individual products but also to strategies for the management or treatment of a condition. The third edition of the Economic Guidelines has been written to address the information needs of this broader audience.

The third edition of the Economic Guidelines follows publications in November 1994 (first edition) and October 1997 (second edition). The third edition reflects the experience gained through using the second edition, and takes into account the methodological developments that have occurred in the economic evaluation of health technologies since 1997. The preparation of the third edition began with the development of a protocol, which set the following principles:

- provide clear, concise, and practical guidance of a high standard for “doers”
- meet the needs of decision makers for reliable, consistent, and relevant economic information
- identify preferred methods where “best practice” was identified or where there was general agreement among decision makers
- provide succinct information and advice in areas where methodological issues remain unresolved
- allow for flexibility, innovation, and alternative approaches, particularly where methodological issues are unresolved
- assume that the reader is technically literate about the methods of economic evaluation, so that lengthy explanations can be avoided.

Throughout the process, the inherent tensions among these principles required that compromises be made. Practical considerations included the relevance of methods to the needs of decision makers, and the use of more simplified and comprehensible methods where additional complexity was judged to be unnecessary. Notwithstanding such considerations, the inherent time, effort, and cost required to produce economic evaluations consistent with the Economic Guidelines still had to be weighed against the (often greater) cost of wrong funding decisions being made as a result of implementing the findings of a poor quality evaluation.

In preparing the third version of the Economic Guidelines, consideration was given to all the comments received from reviewers. Decisions relating to methodological issues were achieved through consensus.

CADTH takes sole responsibility for the content of the Economic Guidelines.
HIGHLIGHTS OF THIRD EDITION

Format: Each section of the Economic Guidelines addresses a specific topic on the conduct or reporting of economic evaluations. Guideline Statements summarizing the key points of guidance for the analyst to follow are provided at the front of the Economic Guidelines. The strength of the recommendation is implied by the wording. The analyst should follow the recommended guidance when it has been phrased in the “active” voice, whereas more flexibility on the part of the analyst is implied by the use of wording such as “encouraged,” “preferred,” or “consider.”

Reference Case: The Reference Case is the set of preferred methods that an analyst should follow when conducting the base case analysis in an economic evaluation. The purpose of the Reference Case is to aid decision making by enhancing the consistency by which economic evaluations are conducted and reported, thereby improving the comparability among evaluations.

Relevance: Decision makers must have information that is relevant to the circumstances of the decision that they must make. The starting point for meeting a decision maker’s needs is to frame the study question of an economic evaluation in a way that directly addresses the decision, problem, or policy question. Doing so will clarify the scope, design, and reporting of the evaluation. The Economic Guidelines also emphasize the use of “real world” data, and the simulation of “real world” scenarios. When an evaluation is intended to inform a specific decision in more than one jurisdiction or setting, alternative data and assumptions should be included in the analysis (e.g., using sensitivity analyses) to take into consideration meaningful differences between the jurisdictions or settings. In some cases, it may be useful to analyze situations where inappropriate, suboptimal, or unintended use of the technology is anticipated. It is recognized, however, that meeting the “real world” information needs of decision makers is not without challenges.

Flexibility: Although a prime objective of the Economic Guidelines is to encourage the use of consistent approaches for analyzing and reporting evaluations, it is recognized that the Guideline Statements or Reference Case may not apply, or they may be impractical in a particular situation. As a result, the analyst has the flexibility to choose alternative approaches to address the circumstances surrounding the evaluation. Some sections in the Economic Guidelines provide advice for the analyst to consider when no direction on methodological issues has been established. For example, in the Economic Guidelines, a deterministic sensitivity analysis is regarded as a practical and acceptable approach to analyzing uncertainty, even though a probabilistic sensitivity analysis provides a more complete assessment of uncertainty and is more likely to produce an unbiased estimate of costs and effects. A key concern is whether using alternative approaches reduces the quality of the information provided by the evaluation. Analysts should state if the methods used in their evaluation are consistent with the Guideline Statements, and justify any deviations.

Transparency: A key concept in the Economic Guidelines is the need for transparency in the reporting of an evaluation. Analysts should provide complete information on the methods, inputs, and results of an evaluation. Transparency allows users to critically appraise the methodological quality of the evaluation, and to satisfy themselves that potential biases have been appropriately handled. It is also crucial to present information in a way that is useful to the decision maker. All steps in the analysis should be presented in a disaggregated manner before aggregation into cost-effectiveness results. A standard reporting format has been included in Appendix 3 for analysts to use to ensure thorough and consistent reporting.

The third edition of the Guidelines can be downloaded from CADTH’s web site (http://www.cadth.ca) or is available in hard copy by contacting CADTH.
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ABBREVIATIONS AND CONVENTIONS

CBA  cost-benefit analysis
CCA  cost-consequence analysis
CEA  cost-effectiveness analysis
CEAC cost-effectiveness acceptability curve
CMA  cost-minimization analysis
CUA  cost-utility analysis
DSA  deterministic sensitivity analysis
EVPI expected value of perfect information
HRQL health-related quality of life
HUI Health Utilities Index
ICER incremental cost-effectiveness ratio
PICOS population (or participants), intervention, comparator (or control), outcomes, and study design
PSA probabilistic sensitivity analysis
QALY quality-adjusted life-years
RCT randomized controlled trial
SA sensitivity analysis
WTP willingness to pay

The following conventions are used in the Economic Guidelines:

- “analysts” or “doers” are those individuals who conduct economic evaluations
- “comparator” or “alternative” is the technology to which the intervention is compared
- “condition” is a “medical condition” that includes “disease”
- “consequences” of technologies most often refer to “health outcomes” (also referred to as “outcomes,” “effects,” or sometimes “benefits”), although at times they may also refer to other types of consequences such as process factors (e.g., cases found)
- “economic evaluation” is referred to as an “evaluation,” “analysis,” or “study”
- “intervention” is the health technology of interest for assessment
- “users” of economic evaluations most often refer to “decision makers” in Canada’s publicly funded health care system.
1 INTRODUCTION

The primary audience for the Economic Guidelines is composed of economists and health service researchers, in the public and private sectors, who conduct economic evaluations. In turn, the primary audience for the economic evaluations includes Canadian decision and policy makers who are responsible for the funding decisions regarding health technologies. This group includes health policy advisors in the Federal/Provincial/Territorial Ministries of Health, and those working in jurisdictional drug plans, regional health authorities, hospitals, and other health care facilities. In addition, national initiatives such as the Common Drug Review, rely on such information to inform its recommendations. A secondary audience for evaluations includes academics, medical specialist groups, health care providers, patients, patient advocacy groups, manufacturers, media, and the general public.

1.1 Economic Evaluations

The main purpose of an economic evaluation is to “identify, measure, value and compare the costs and consequences of alternatives being considered” to inform “value for money” judgments about an intervention or program. In this context, “consequences” are most often the health outcomes of the alternatives being compared, although there may be other types of consequences, such as those relating to process (e.g., cases found).

Central to this area of economics are the concepts of “opportunity cost” and “incremental change.” Economics deals with the exchange between people and the trade-offs that they make. In publicly funded health care systems, limited resources mean that every available intervention cannot be provided in every situation for all who need or want it. Choices must be made among effective health care interventions, and the decision to fund one means that others cannot be funded. The opportunity cost of funding the chosen intervention can be seen as the health benefits that could have been derived from funding the next best alternative. Furthermore, the choice of the best course of action depends on weighing only the “incremental changes” in costs and consequences between the alternatives being compared. Consequently, it is unnecessary to weigh the full range of possible costs and consequences of each alternative.

1.1.1 Use in decision making

A high quality economic evaluation should provide decision makers with information that is useful, relevant, and timely. In addition, evaluations should be based on rigorous analytical methods, be balanced and impartial (credible), and be transparent and accessible to the reader.

There are many situations where economic evaluations can assist decision makers:

- decisions by various levels of government or administrative bodies (e.g., regional health authorities, hospitals, drug plans) to fund a program, service or technology
- pricing decisions by government regulators and technology manufacturers
- clinical practice guidelines
- priorities for research funding by governments and research-based firms
- post-marketing surveillance and updates of economic information based on the use of the technology in the “real world” (which can then be used to inform one of the other types of decisions).

Economic evaluations can provide “value-for-money” information to those making decisions about the allocation of limited health care resources. In particular, economic evaluations can be used to identify interventions that are worth providing and those that are not. Furthermore, evaluations can be used with other approaches to help set priorities, such as program-budgeting marginal-analysis.
There are concerns about the adequacy of economic evaluations for decision-making purposes. Evaluations often lack transparency, which can lead to improper interpretation of the results, and cast doubt on the credibility of the evaluation. There is also criticism about the dissemination and timeliness of the information, although this is not unique to economic evaluations. Problems of reliability include the inappropriate choice of assumptions and methods in analyses (e.g., data extrapolation techniques), and limitations of the methods (e.g., valuing lost productivity). Evaluations have also been criticized for not taking into account the dynamic nature of conditions, outcomes, and costs, and for not taking a comprehensive view of all the factors that can have an impact on the cost-effectiveness of an intervention, such as interactions with existing programs. Problems of relevance include the use of inappropriate comparators, the lack of “real world” data in the analysis, the lack of appropriate subgroup analysis, and poor generalizability of results.

Evaluations do not assess all the economic implications of a technology, in particular, the financial consequences of decisions. Budget impact analysis provides complementary information on budgetary expenditure and affordability issues. A comparison of some features of economic evaluation and budget impact analysis is presented in Table 1. Although some data requirements and analytical methods are common to both types of analyses, there are key differences between the two, including the decision maker question that they address. Economic evaluations generally do not distinguish between financial costs and economic (opportunity) costs, which can differ in some situations. Consequently, a reference to “cost savings” in evaluations generally indicates the value of resources freed up (e.g., release of hospital beds), which may not translate into actual financial savings.

There are systemic barriers to using economic evaluations for decision making, including problems of “silo budgeting,” and a lack of economic expertise by some decision-making bodies, which can lead to the improper interpretation of evaluations.

These factors help explain why economic evaluations have not been used more often for decision making in the health sector. It is difficult to argue, however, that disregarding economic evaluations will lead to better management of limited health care resources. Beyond the usefulness of the actual results of an analysis, economic evaluations synthesize evidence and assumptions in a way that provides users of the information with a structured way of thinking and useful insights about the implications of decisions. This requires that decision makers take a broad view of the impact of a technology, and decisions that are more explicit and transparent. The ultimate test of an evaluation is whether it leads to better decisions in the presence of uncertainty, and results in the more efficient and effective use of resources.

The need for better and more complete economic information by decision makers is reflected in the growing number of guidelines that have been produced worldwide. By providing standards for the conduct and reporting of economic evaluations, guidelines can address current limitations of evaluations and lead to better studies. Following these guidelines will not eliminate the possibility of bias in evaluations, given the inherent art and judgments that are pervasive in their conduct.

| Table 1: Comparison of economic evaluation and budget impact analysis |
|---|---|---|
| **Question addressed** | Economic Evaluation | Is it good value for money? | Budget Impact Analysis | Is it affordable? |
| **Goal** | Efficiency of alternatives | Plan for financial impact |
| **Health outcomes** | Included | Excluded |
| **Measure** | Added cost per unit of benefit or outcome | Total expenditure ($) |
| **Time horizon** | Usually longer term (may be lifetime) | Usually short (1 to 5 years) |
1.1.2 Timing of evaluations

Economic evaluations can be undertaken at any point in the life cycle of a technology. The timing of a study ultimately depends on the needs of the decision makers. If an evaluation is conducted late in the life cycle, there is a risk that the findings will not be of use to the decision maker, because the funding decision has been made, or the intervention has diffused into clinical practice, though the findings could inform decisions about changes to reimbursement status or the intended target population. If a technology is evaluated early in its life cycle, before evidence on its effectiveness is clear, there is a risk that the uncertainty about the costs and effects would be larger than if it is evaluated later. Often, the effectiveness of technologies depends on the setting, and sometimes on the operator’s experience if there is a learning curve associated with it.

Performing evaluations is an iterative process. Study findings can be updated as more information on the intervention’s impacts and “real-world” experience becomes available. A well conducted evaluation will identify the most important sources of uncertainty, and thereby will direct the gathering of evidence to those areas. This produces more accurate estimates of an intervention in the long term. Bayesian approaches are particularly well suited for this purpose. These approaches can be used to help determine whether to fund a technology or whether additional information should be collected before making such a decision. These approaches can also be useful for re-evaluating technologies that are in use, or where utilization problems have been identified. They also aid in updating decisions about products that have been given probationary funding based on preliminary evidence, with a view to collecting further information on its “real world” use and cost-effectiveness before determination as a full benefit. This is an important aspect of using economic evaluations for decision making.

Suggested readings for those wishing to obtain more information on conducting economic evaluations include Gold et al.,1 Drummond et al.,1,14 and Muenning et al.15
2 GUIDELINE STATEMENTS

2.1 Study Question

2.1.1 State the study question to be addressed by the evaluation. The question should be well defined, stated in an answerable form, and relevant to the decision facing the target audience. Relevant and related secondary questions should be included (e.g., the impact of the intervention on subgroups).

2.1.2 Define the patients or population, intervention, and comparators relevant to the study question. The primary perspective of the study may also be stated in the question.

2.1.3 Identify the target audience for the study. Secondary audiences may also be listed.

2.2 Types of Evaluations

2.2.1 State and justify the type(s) of economic evaluation chosen. Select the appropriate type of evaluation based on the nature of the research question, the condition of interest, and the availability of data on outcomes.

2.2.2 In the denominator of the incremental cost-effectiveness ratio (ICER), use a valid outcome measure that is most important to the health of the patient (i.e., important patient outcome).

2.2.3 Use a cost-utility analysis (CUA) as the Reference Case where meaningful differences in health-related quality of life (HRQL) between the intervention and comparators have been demonstrated.

2.2.4 Use a cost-effectiveness analysis (CEA) as the Reference Case when a CUA is an inappropriate choice. Use a final outcome (e.g., life-years gained), or if that is impossible, an important patient outcome. Only use a surrogate outcome if it has a well established link (i.e., validated) with one of those outcomes. Consider a CEA as a secondary analysis when the use of one important patient outcome measure [other than a quality-adjusted life-year (QALY) gained] in the denominator of the ICER can be justified, provided that there is a meaningful difference in such an outcome.

2.2.5 A cost-minimization analysis (CMA) is appropriate as the Reference Case when the evidence shows that the important patient outcomes of the intervention and comparators are essentially equivalent. Provide justification for conducting a CMA.

2.2.6 A cost-benefit analysis (CBA) may be useful in some situations, but generally, it should be considered as a secondary analysis. Explain all the steps taken to convert outcomes into monetary values, and analyze key assumptions using a sensitivity analysis.

2.2.7 A cost-consequence analysis (CCA) is generally not expected to be used as the Reference Case, unless a CEA or a CUA are inappropriate to use. To enhance reporting transparency, use a CCA as an intermediate step in reporting the other types of economic evaluations.
2.3 Target Population

2.3.1 Specify the target population(s) for the intervention and its expected use.

2.3.2 Perform the analysis for the entire target population that is specified in the study question. This may include the population representing the majority or all of its expected use. The efficacy-effectiveness data used in the analysis should be relevant to the target population in the analysis.

2.3.3 Conduct stratified analysis of smaller, more homogeneous subgroups, where appropriate, if there is variability (heterogeneity) in the target population.

2.3.4 Analysts are encouraged to analyze situations where it is anticipated that there will be inappropriate, suboptimal, or unintended use of the intervention.

2.4 Comparators

2.4.1 Relate the choice of comparators to the study population, and the local context or practice in which the decision is being made. In principle, consider all technically feasible, acceptable, and relevant alternatives as potential comparators. Then, select the appropriate comparators. Describe and justify the comparators that are chosen for evaluation, and justify those that are not chosen.

2.4.2 In the Reference Case, use “usual care” (i.e., the most common or frequently used care) which the intervention is intended to replace. In some cases, “usual care” may include more than one relevant, widely used alternative for the same indication.

2.4.3 Consideration should be given to the following when choosing comparators.
   a) Add “recommended care” as a comparator when usual care does not reflect appropriate (high quality) care. It can be regarded as the first choice in practice or care, as recommended in clinical practice guidelines.

   b) Where the alternatives are different treatment strategies, distinguish between situations where the intervention is an additional element in the strategy, a different treatment sequence, or a distinct alternative that could replace another element in the treatment strategy. Comparators may be alternative packages of care that consist of many elements. Analyze each strategy separately and explain the alternatives.

   c) At times, it may be prudent to analyze the entry of future comparators, including the anticipated entry of lower cost technologies (e.g., generic drugs).

   d) For drugs, the alternative agents listed in a formulary may be the most relevant, although those that are not listed should not be excluded. The comparators should include the lowest cost available alternative that is often used for the same indication. Include the cost of the drug and any drug administration costs. Dosing regimens used in the analysis should reflect the dose and duration supporting the effectiveness data for the agent.

2.5 Perspective

2.5.1 State the perspective(s) of the study in terms of the costs included in the evaluation.

2.5.2 In the Reference Case, use the perspective of the publicly funded health care system.

2.5.3 Consider reporting separately the costs associated with adopting a wider perspective, where it is likely that they have a substantial impact on the results of the analysis. Quantify such costs separately, where possible, or at least discuss their likely magnitude and impact on the results of the analysis.
2.6 Effectiveness

2.6.1 Use a systematic review of the available literature to form the basis for evidence about the efficacy-effectiveness of the intervention. Justify failure to conduct a systematic review. Report the included studies and methods used to conduct the review and analyze or combine data.

2.6.2 Where feasible and scientifically credible, translate efficacy data into the best quantitative estimate of effectiveness in the Reference Case, using the best available evidence and appropriate modelling techniques. This may involve linking surrogate outcomes to important patient outcomes or extrapolating data beyond the duration of the trial.

2.6.3 Where feasible in the Reference Case, incorporate “real world” factors that modify the effect of the intervention, where there are established links to important patient outcomes based on the best available evidence. These factors include patients’ adherence to treatment, screening and diagnostic accuracy, and health care providers’ compliance and skill. State the nature of the factor, measures used to quantify the effect, and the methods and assumptions used for modelling.

2.6.4 The evaluation of medical devices should focus more broadly on the entire episode of care rather than on only the technical performance of the device. The outcomes of medical and surgical procedures, and diagnostic technologies may depend on the operator’s skill and experience. The extensive use of sensitivity analysis may be required to properly evaluate situations where the evidence of efficacy-effectiveness is weak.

2.6.5 Where feasible, include the impact of adverse events associated with the intervention if they are clinically or economically important, and analyze them appropriately. Depending on the nature, frequency, duration, and severity, adverse events may have an impact on patients’ adherence, mortality, morbidity, health-related quality of life (HRQL) (utilities), or resource use. Value these in a manner that is consistent with the principles outlined in the Economic Guidelines.

2.6.6 In the Reference Case, extrapolate data based on the best quantitative estimate of the relevant parameters, using the best available evidence and appropriate modelling techniques. Describe the strength of the evidence for extrapolating data and assess uncertainty through a sensitivity analysis. Unless such an analysis is based on high quality evidence, identify it as speculative, and give appropriate caveats in the report.

2.7 Time Horizon

2.7.1 Base the time horizon on the natural course of the condition and the likely impact that the intervention will have on it. State and justify the time horizon(s) of the evaluation.

2.7.2 In the Reference Case, ensure that the time horizon is long enough to capture all relevant differences in future costs and outcomes of the alternatives being analyzed. Apply the same time horizon to costs and outcomes. Consider using a lifetime time horizon, and justify where a shorter time horizon is used.

2.7.3 If the long-term costs and outcomes are modelled, it may be appropriate to present the shorter-term analysis based on primary data, and the longer-term analysis using the extrapolated or modelled data. Multiple time horizons might be appropriate for exploring alternative scenarios in some cases. Explain the causal relationships and techniques that are used to extrapolate or model the data.
2.8 Modelling

2.8.1 Modelling considerations

a) Follow good modelling practices when constructing the model used to conduct the evaluation. Analysts are encouraged to consult good modelling practice guidelines as required.

b) Describe the model, including its scope, structure, and assumptions. Provide justification for assumptions and choices.

c) Use a model structure that is appropriate for addressing the study question. Build the model in such a way to permit updating of results as more data become available.

d) Explain and justify any causal relationships and extrapolation techniques used in the model. Base the extrapolation of data on valid techniques that reflect reasonable scientific evidence, and test through sensitivity analysis.

e) Formally validate the model, and state how this was done.

2.8.2 Data considerations

a) Systematically identify, collect, and assess the data used in the model.

b) Report and identify all data sources. Explain and justify all parameter choices and assumptions.

c) Describe the quality (e.g., strength of evidence) of the data used in the model. Be explicit about data limitations and how they were dealt with. Try to quantify the impact of the limitations on the uncertainty of the evaluation results.

d) Gather the best available evidence on key model parameters for which the model results are most sensitive. Justify any failure to gather the best available evidence of such parameters.

e) Use caution when expert opinion is used to establish parameter values. Justify its use; and describe the source of the opinion, the method of elicitation, and the results of the exercise. Assess such estimates through a sensitivity analysis.

f) Use appropriate methods to analyze or combine data from different sources. Explain and justify the methods used, and report the results of the analysis. Report limitations in the methods or data used, and where feasible, test through a sensitivity analysis.

g) Incorporate data into the model using appropriate techniques, and explain the methods used. If data are incorporated as point estimates, use mean estimates of parameters in the base case. If estimates are incorporated as probability distributions, state and justify the form of the distributions.

2.9 Valuing Outcomes

2.9.1 Use appropriate preference-based measures to value meaningful differences between the intervention and alternatives in terms of HRQL.

2.9.2 Measure the outcome for a CUA in terms of the QALYs gained. Report changes in the length of life and quality-weight separately, and report the procedure for combining them. State the assumptions and methods used to estimate QALYs. Justify using alternative outcome measures in a CUA.

2.9.3 Preferences (utilities) can be measured directly or indirectly. Study the alternative methods a priori and select in advance the one that is most appropriate for the condition and study question. Justify the selection and method, report on the validity and reliability of the method selected, and explain the steps undertaken to measure preferences.
2.9.4 Where preferences are measured directly, use the standard gamble or time trade-off approaches. To avoid double-counting, subjects in exercises measuring preferences should be asked to value lost leisure time in terms of changes in preferences, and to assume that health care costs and income losses are fully reimbursed.

2.9.5 A representative sample of the general public, suitably informed, is the preferred source for preferences. Patients who have direct experience of the relevant health states may be an acceptable source. Describe the population from which the preferences were derived, and their relevance to the Canadian population.

2.9.6 Willingness-to-pay methods for valuing outcomes in a CBA are regarded as a secondary type of analysis. Explain the steps to convert outcomes into monetary terms. Validate key assumptions, and test through a sensitivity analysis.

2.10 Resource Use and Costs

2.10.1 General

a) Systematically identify, measure, and value resources that are relevant to the study perspective(s). Classify resources in categories that are appropriate to the relevant decision maker (e.g., primary care, drug plan, hospitals).

b) Unrelated costs that are incurred during normal life-years should be excluded from the evaluation. Unrelated costs that are incurred during life-years gained from the intervention may be included at the analyst’s discretion in a sensitivity analysis.

c) When evaluating the public payer perspective, use the full cost (i.e., contributions paid by the public payer, private insurers, and patients) of the intervention and comparators in the Reference Case. For interventions involving cost-sharing arrangements with patients that are likely to have a noticeable impact on the results, use a sensitivity analysis to assess the implications of variations in the proportion of the cost of the intervention and comparator paid by patients.
the public payer. Use the same proportions for the intervention and comparators, unless there is a reason to do otherwise.

d) Adjust any cost obtained from earlier times to the current period. Use appropriate methods, and provide justification when converting costs (i.e., resource quantities and unit costs) from another country to Canadian currency.

e) Consider a separate analysis of the impact of the intervention on lost time by patients and informal caregivers, where it is likely to have a substantial impact on the results.

f) Use the friction cost approach to value lost time from paid work. Report the friction period and unit cost used to value lost productivity. Gross wage rates plus the costs associated with recruiting and training replacement workers can be used to value long-term absences from work. Exclude the lost time from paid work due to premature death that occurs beyond the friction period.

g) There are several acceptable methods for valuing lost time by patients and informal caregivers, but there is no preferred alternative.

h) Describe the methods, data, and assumptions used to measure and value lost time by patients and informal caregivers. Present quantities and unit costs of lost time separately before combining them. Conduct a sensitivity analysis using alternative methods and assumptions.

2.11 Discounting

2.11.1 In the Reference Case, discount the costs and health outcomes that occur beyond one year to present values at the (real) rate of 5% per year.

2.11.2 Conduct sensitivity analyses using (real) discount rates of 0% and 3%.

2.11.3 When different discount rates are used from those recommended, present results in a sensitivity analysis, and justify the relevance.

2.12 Variability and Uncertainty

2.12.1 Handling variability

a) Variability can be attributed to diverse clinical practice patterns in different geographical areas or settings, or to inherent variability in the patient population (i.e., patient heterogeneity). Handle variability in practice patterns through further analysis.

b) Deal with variability in the population by stratifying the target population into smaller, more homogeneous groups. Identify the basis for the stratification. Define subgroups preferably at the planning stage, because post-hoc analysis may be unacceptable, unless a strong justification is given.

2.12.2 Handling uncertainty

a) Uncertainty can be attributed to two types of model inputs: parameter and model (structure, methods, and assumptions). Deal with both types of uncertainty systematically and thoroughly, and fully assess the impact on the results and conclusions.

b) In the Reference Case, at a minimum, conduct a deterministic sensitivity analysis (DSA).

• Perform the analysis for all model inputs to determine the impact on the results. Justify the omission of any model input from the sensitivity analysis.

• Identify and fully assess the key model inputs contributing most to uncertainty. The choice of analysis should involve more than a one-way sensitivity analysis. Perform multi-way sensitivity analysis, threshold analysis, and analysis of extremes (e.g., best and worst case scenarios) for key model inputs.
● Assess the full range of plausible values for each parameter, and plausible alternatives for each assumption. State and justify the ranges of values selected, and the alternative assumptions used. Alternative assumptions should take into account the variability between the jurisdictions or settings of the target audience.

c) A probabilistic sensitivity analysis (PSA) of parameter values that can be defined probabilistically is encouraged to more appropriately assess parameter uncertainty.

● The analysis should take the form of a Monte Carlo simulation. State and justify any assumptions regarding the range of values for key parameters, the form of probability distributions, and the number of Monte Carlo iterations.

● Model uncertainty should be assessed through a DSA and model validation methods, with separate (probabilistic) results shown for each alternative analysis.

● Parameter uncertainty can be assessed using a DSA and a PSA.

d) Where a PSA has been used, quantify the contribution of each parameter to decision uncertainty. Value-of-information methods can be used to indicate where the collection of additional information may be helpful for making decisions.

2.13 Equity

2.13.1 State the explicit and implicit equity assumptions made in the evaluation. If possible, state the implications of the assumptions on the results of the analysis.

2.13.2 Identify the equity-relevant characteristics of the subgroups that may benefit from, or be adversely affected by, the intervention. Population characteristics such as age, sex, ethnicity, geographical area, socioeconomic group, or health status, may be relevant for equity purposes.

2.13.3 Analysts are encouraged to provide information on the distributional impact (e.g., benefits, harms, and costs) and cost-effectiveness of the intervention for those subgroups predetermined to be relevant for equity purposes.

2.13.4 Use equal equity weights for all outcomes in the Reference Case. Present the analysis in a disaggregated and transparent manner to allow decision makers to assess the distributional impacts and the trade-off between equity and the efficient allocation of resources.

2.14 Generalizability

2.14.1 Address generalizability in the design of the evaluation and in the interpretation of its findings. There are three aspects of generalizability to be addressed:

● distinction between efficacy and effectiveness of the intervention

● handling of data on costs and preferences (utilities) that are derived from another setting

● handling of data from trials involving several countries, including that of the decision maker.

2.14.2 Justify any data derived from outside Canada and verify for the Canadian setting. If data are adjusted for the Canadian setting, describe and justify the methods used. Report, analyze, and justify the use of cost data from multinational trials.

2.14.3 Where there is local variation in clinical practice or other model parameters, the Reference Case can be performed at a national (or aggregate) level using the most widespread or best available practice or data. A sensitivity analysis can be performed using regional or local practice and data. If a DSA is used, test the key model parameters throughout the range of values that apply in the jurisdictions representing the target audience.
2.14.4 Present the results in a disaggregated manner to facilitate the interpretation of results for different settings. Report the quantities of resources consumed and unit costs separately.

2.14.5 State the extent to which the findings of the evaluation can be generalized to the jurisdiction(s) or setting(s) of the target audience, including any study limitations that affect the generalizability of the evaluation findings.

2.15 **Reporting**

2.15.1 Report the evaluation in a transparent and detailed manner. Provide enough information to enable the audience to critically evaluate the validity of the analysis. Use a well structured report format (Appendix 3).

2.15.2 Include a summary and a conclusion of the evaluation that are written in non-technical language and that are accessible to the target audience.

2.15.3 Present the analysis in disaggregated detail first, showing total, undiscounted costs and outcomes separately for the intervention and each comparator. Introduce aggregations, incremental results, and value judgments as late as possible.

2.15.4 Report final results as incremental cost-effectiveness ratios (ICERs), based on incremental differences of expected costs and expected outcomes of the alternatives. Follow standard decision rules for estimating ICERs, including the exclusion of dominated alternatives. To aid understanding, analysts are encouraged to present the results of the analysis in graphical or visual form, in addition to tabular presentation.

2.15.5 Describe funding and reporting relationships of the evaluation, and disclose any conflicts of interest.

2.15.6 Make documents demonstrating quality assurance in the conduct of the evaluation available to decision makers. If requested, make a copy of the model available to decision makers for review.
3 GUIDELINES IN DETAIL

3.1 Study Question

3.1.1 Defined, decision-relevant question

The first step in undertaking an evaluation is to develop the study question. This will help determine the scope, design, and reporting of the evaluation best suited for informing the decision, and prevent wasted effort in conducting the evaluation. The question should not be framed in terms of a broad issue.

The study question will be related to the decision problem prompting the analysis. In framing the study question, the analyst should define the patient population, intervention, and the appropriate comparators. The perspective of the study (e.g., public payer) may also be stated in the question. When the evaluation includes more than one perspective, the primary perspective should be used. A balance should be struck between defining these factors precisely enough to be relevant to the target audience (and thereby avoid wasted time and effort conducting unfocused research) while not being overly narrow, resulting in the lack of relevance and generalizability of the findings.

Patients or populations can be defined in terms of the condition (e.g., severity, stage, or risk level), demographic characteristics (e.g., age, sex, race, or health status), or setting (e.g., community, outpatient, or inpatient). The intervention and comparator(s) can be defined in terms of dose or treatment intensity, setting (e.g., primary care, health centre, or home), co-interventions, and method of delivery (e.g., intravenous or oral administration of drugs). The intervention and comparators may be treatment strategies rather than products.

For example, the question may be: “From the perspective of the public payer in Canada, what is the cost-effectiveness of the intervention for a particular population in a certain setting, compared to ‘usual care’?”

The evaluation can include secondary questions that are related to the main study question. This may include the impact of the intervention on subgroups (e.g., high risk versus average risk patients) or the impact of variations in treatment (e.g., monotherapy versus combination therapy).

3.1.2 Target audience

The study question must be relevant to the needs of the target decision makers. What is relevant will be determined by the question that the decision maker needs to answer, so that he or she can make a decision about the intervention. Although the target audience for an evaluation may be more than one decision maker, the evaluation should fit the purpose of informing a specific decision. Furthermore, the study question may lead to findings that are generalizable beyond the context of the target audience or jurisdiction. Where appropriate, the analyst should consult those with a good understanding of the problem requiring resolution (e.g., clinical experts or health service managers), to help frame a clear and relevant study question, and to better understand the broader context of the decision to be made.

The primary audience will have implications for the design of the evaluation and choice of data for the analysis. As a result, the primary target audience for the study should be identified. In Canada, the primary audience for an evaluation will often be more than one decision maker or jurisdiction. As a result, the evaluation should account for meaningful variation between these settings or jurisdictions. For example, the target audience could be a single entity, such as the Common Drug Review; in turn, this process influences the drug funding decisions of the federal, provincial, and territorial jurisdictions in Canada. Secondary audiences may include stakeholders who may use the information in an evaluation (e.g., academics, medical specialty groups, health care providers, patients, patient advocacy groups, manufacturers, media, and the general public).
3.2 Types of Evaluations

There are five types of economic evaluations (i.e., CUA, CEA, CMA, CBA, and CCA). The selection of the appropriate type of evaluation depends on the research question, the condition of interest, and the availability of data on outcomes. Analysts should justify the choice of outcome and type of evaluation chosen.

3.2.1 Types of outcome

The outcomes that are used to measure the health effects of interventions can be classified into three types. The outcomes are ranked in order of importance and relevance for the health of patients.

Final outcomes are related directly to the length and quality of life. Examples include deaths prevented, life-years gained, and QALYs gained.

Important clinical outcomes are valid outcomes of importance to the health of the patient. They include disease-specific events such as stroke and myocardial infarction. Final outcomes and condition-specific or generic measures of quality of life are excluded from this outcome.

A surrogate outcome is “a laboratory measurement or a physical sign used as a substitute for a clinically meaningful endpoint that measures directly how a patient feels, functions, or survives.” Examples for cardiovascular disease include blood pressure or cholesterol level.

- Validated surrogate outcomes are proven to be predictive of an important patient outcome. A surrogate outcome is valid only if there is a “strong, independent, consistent association” with an important patient outcome, and there is “evidence from randomized trials that… improvement in the surrogate end point has consistently lead to improvement in the target outcome.” (see a paper by Prentice).

- Unvalidated (unproven) surrogate outcomes have not been proven to be predictive of an important patient outcome.

“Final outcomes” and “important clinical outcomes” are collectively referred to as “important patient outcomes” in the Economic Guidelines. These categories are not mutually exclusive, and these outcomes may reflect benefit or harm, depending on whether the incidence is reduced or increased by the intervention.

Analysts are encouraged to select an outcome indicator that is most appropriate for the relevant condition, and most feasible, given the available data on outcomes for each alternative. The outcome selected should be accurately measured and common to the alternatives being compared. Emphasis should be placed on using the relevant and valid outcomes of the highest importance for the health of patients. For cardiovascular disease, this could include all-cause mortality, and cardiovascular-related mortality such as fatal myocardial infarction or stroke; all-cause serious morbidity, and cardiovascular-related morbidity such as non-fatal myocardial infarction or stroke.

In determining effectiveness, the evidence on final outcomes (e.g., life-years gained) is preferred to that of validated surrogate outcomes. Outcomes with less clear validation or relevance for patients should also be described, if relevant. If the protocol-defined primary efficacy outcomes from a clinical trial are not used, justification for the new choice of outcomes should be explained.

3.2.2 Types of economic evaluation

In a cost-utility analysis (CUA), outcomes are measured as health-related preferences, which are most often expressed as QALYs gained (i.e. a final outcome). This type of evaluation is useful when interventions have an impact on the HRQL, and on the length of life.

A CUA uses a generic outcome measure that permits decision makers to make broad comparisons across different conditions and interventions. This feature facilitates the allocation of resources based on maximizing health gains. Using a CUA is not without problems. For instance, the methods and instruments for measuring preferences often produce different scores for the same health state. In some cases, the public or decision makers may not consider QALYs to be wholly comparable across all conditions (e.g., chronic versus acute conditions, mild versus severe conditions).

A CUA should be used in the Reference Case where meaningful HRQL differences between the intervention and alternatives have been
demonstrated, and where appropriate preference (utility) data are available. Preferences should be derived using valid approaches.

In the literature, the term “cost-effectiveness analysis” is often used to refer to economic evaluations in general. In the Economic Guidelines, a CEA refers to a specific type of economic evaluation in which the outcomes are measured in natural (health) units, such as life-years gained, lives saved, or clinical event avoided or achieved.

A CEA should be used as the Reference Case when a CUA is an inappropriate choice. A CEA can be used as a secondary analysis when the use of an important patient outcome measure (other than a QALY gained) can be justified, provided that there is evidence of a meaningful difference in such an outcome compared with alternatives.

It is preferred that the outcome measure be a final outcome (e.g., life-years), or if that is impossible, an important clinical outcome. In general, a surrogate outcome should only be used as an outcome measure if it has a validated, well established link with an important patient outcome. Such an analysis should be appropriately tested through a sensitivity analysis. The linkage between different outcomes can be modelled.

A CEA is more straightforward to conduct than a CUA or CBA. A disadvantage of CEA is that the results can only be compared with the results of other technologies that are expressed using the same (or very similar) outcome measure. It does not facilitate the comparison of technologies and the allocation of resources across different conditions because of its reliance on one natural measure of health. Furthermore, a CEA may be inappropriate, when using one measure of outcome does not account for the full range of important patient outcomes due to an intervention.

The results of a CEA or CUA should be expressed as an incremental cost-effectiveness ratio (ICER). The net benefit measure may be used as an additional (but not alternative) measure to the ICER, where a specific willingness-to-pay threshold has been assumed. The willingness-to-pay threshold and the associated ICER should be stated for each net benefit estimate.

In a cost-minimization analysis (CMA), alternatives are considered to be equivalent in terms of factors that are relevant to the decision (other than cost), and so, the lowest cost alternative is selected. A decision to conduct a CMA should not be taken at the inception of the evaluation but only after an assessment of the clinical evidence concerning the intervention and the appropriate alternatives. A CMA can be regarded as an extension of a CEA or a CUA where the outcomes are demonstrated to be equivalent, and so only the costs of the alternatives are compared.

The critical issue with the appropriate use of a CMA is whether there are meaningful differences between the intervention and alternatives in terms of important patient outcomes (including important adverse events). This decision should be justified, based on a high quality assessment of the intervention. If there is evidence of meaningful differences in any important patient outcomes, a CMA would be inappropriate.

Where the evidence demonstrates that the important patient outcomes of the intervention and alternatives are essentially equivalent, then a CMA is appropriate to use as the Reference Case. A clear justification for conducting a CMA should be provided. This may arise in two situations.

- The totality of the evidence shows that there are problems demonstrating the superiority of an intervention in terms of important patient outcomes, and it is appropriate to conclude that no meaningful difference with comparators exist. For instance, there may be a lack of good quality trials to conduct a meta-analysis, or a large number of participants may have dropped out of a key trial.
- The evidence of equivalence is demonstrated through a well designed and adequately powered trial (or meta-analysis of trials). A CMA of drugs should use the dosage of each comparator required to achieve the same therapeutic effect, and the dose equivalencies should be justified. Briggs et al. argue that a CMA has often been used inappropriately, because the evidence that there is no difference in the efficacy-effectiveness of treatments may have been based on clinical trials with inadequate statistical power. This has often been misinterpreted as evidence of equivalence (i.e., committing a type 2 error).
Beyond treatment effects, alternatives may differ in terms of other factors such as adherence or convenience of use (e.g., due to less frequent drug administration). These differences should only be considered as relevant for excluding a CMA where they have an established link to changes in important patient outcomes. Evidence of only a possible impact on such outcomes may be explored through a sensitivity analysis (e.g., threshold analysis) in a CEA, CUA, or CBA.

A cost-benefit analysis (CBA) values costs and outcomes in monetary terms. Values are usually obtained through using a willingness-to-pay approach, such as contingent valuation or conjoint analysis. The use of a CBA in health care decision making has been limited, despite a CBA being the only type of economic evaluation that directly addresses allocative efficiency (i.e., allocating resources between sectors). The difficulties with using a CBA in health technology assessment relate to methodological difficulties with measuring health outcomes in monetary terms, and ethical issues arising from assigning monetary values to health outcomes. In particular, willingness-to-pay approaches often depend on an individual’s ability to earn income.

It may be appropriate to use a CBA in certain situations, such as when:

- a consequence of an intervention is difficult to value using QALYs (e.g., short-term symptom relief, patient reassurance or anxiety from screening)
- an attribute of an intervention is difficult to value using any health outcome (e.g., shorter or less frequent treatment, a more convenient dose form)
- a process outcome are major factors in analyzing an intervention (e.g., access to or satisfaction with care).

See a paper by Ryan et al. for an example of an application of a CBA in the latter situation. A paper by O’Brien and Viramontes provides an example of using the willingness-to-pay approach to measure health state preferences. When using a CBA, the evaluation should explain the steps taken to convert the outcomes into monetary values. Key assumptions should be thoroughly tested through a sensitivity analysis.

In a cost-consequence analysis (CCA), the costs and outcomes of the alternatives are listed separately in a disaggregated format (e.g., intervention costs, hospital costs, clinical benefits, and adverse events). This type of evaluation can be useful for obtaining a picture of the impact of the intervention. It does, however, place the burden of aggregating, weighing, and valuing the components on the user of the study.

Generally, a CCA is not preferred for the Reference Case, although it can be useful in some cases. In particular, decision makers may value information presented in disaggregated form when using one measure of benefit (i.e., a CEA) that does not take account the full range of health effects of an intervention, or when it is difficult or misleading to combine multiple outcomes from an intervention in a QALY for a CUA. For example, focusing exclusively on a behaviour change in a population resulting from a health promotion activity may under-value other benefits from the activity, such as raising awareness. A CCA would also be acceptable to use when there is no unambiguous evidence to conclude that there is a “meaningful difference” in important patient outcomes. Such a situation may arise when a surrogate outcome is not validated, and so it cannot be effectively extrapolated to an important patient outcome. Furthermore, the transparency of other types of economic evaluations is improved when a CCA is used as an intermediate step in reporting the analysis, with the outcomes and costs presented in a disaggregate form before combining them in another type of evaluation.

### 3.3 Target Population

#### 3.3.1 Commentary

The cost-effectiveness of a new intervention depends on the population being evaluated. The study question should specify the target population(s) for the intervention. This could include a description of the patient population for the indication approved by Health Canada. In cases where the evaluation is to be used for reimbursement purposes, reference to the reimbursement status and restricted use criteria of possible alternatives can guide the potential reimbursement status of the intervention.
The evaluation should analyze the entire target population as defined in the study question. Target populations may be defined using baseline demographic features that describe the type of patient (e.g., age, sex, socioeconomic status) with a specific condition, of a certain severity or stage, with or without co-morbidities or risk factors. In addition, populations can be defined by setting (e.g., community or hospital), geographic location, usual adherence rates, or typical patterns of treatment. The analyst should also describe the expected use or place in therapy of the intervention (e.g., replacement for current therapy, use with current therapy, use for non-responders only, use only for those with contraindications or with intolerance to current therapy). The efficacy-effectiveness data used in the analysis should be relevant for the target population.

It may be appropriate to conduct a stratified analysis of smaller, more homogeneous subgroups where there is variability (heterogeneity) in the target population. Variability may relate to differences in health outcomes, patients’ preferences (utilities), and costs of the intervention among subgroups of patients.

Stratified analysis or sensitivity analysis can be used to evaluate the cost-effectiveness of situations where there is a potential for inappropriate, suboptimal, or unintended use of the intervention. These situations may occur for groups in or outside the target population.

- Health care payers often limit the reimbursement of interventions to more restricted subgroups of patients than those approved by Health Canada. Experience shows, however, that clinicians may not adhere to reimbursement criteria or conditions of use, and extend the intervention to patients who do not meet the clinical or demographic criteria or conditions (although patients may still fall within the approved indication). This can lead to over-prescribing and uncontrolled growth of the intervention. The evaluation can include an analysis of the anticipated use of the intervention in this larger population than intended by the reimbursement authority. Such situations may have implications for the selection of comparators, if for instance, those patients in the expanded group would not have otherwise been treated. Coyle et al.\textsuperscript{25} provide an example on how to undertake a stratified analysis for establishing efficient limited use criteria.
- Drugs that are listed as second-line therapy in a formulary may be used as first-line therapy.
- It may be difficult to precisely determine the patients who are appropriate candidates for the intervention. These difficulties may not be apparent in the clinical trials, but they do occur in clinical practice. If appropriate, no effect may be assumed for the unintended use of the intervention in misdiagnosed patients. For example, a study by Husereau et al.\textsuperscript{26} uses a sensitivity analysis to show the impact of assumptions about misdiagnosed and (separately) late-presenting patients who are prescribed an antiviral treatment for influenza. As shown, a weighted-average ICER can be calculated using varying ratios of appropriate to inappropriate use.
- There is a potential for the non-approved off-label use of the intervention because of available clinical trial data for indications not (yet) approved by Health Canada or information from jurisdictions where the product has been marketed. If possible, the analyst should indicate how established such off-label uses are.
- With changes in reimbursement status or use, technologies that are funded are evaluated for potential changes (e.g., restrictions or delisting).

Conducting these types of analyses may require clinical data on the specific population or group of interest (e.g., average risk versus high risk patients). In some situations, it may be useful to obtain utilization data from jurisdictions where the intervention has been made available or to examine utilization data on similar interventions that have entered the market. Indirect comparisons may be necessary in some situations.

### 3.4 Comparators

#### 3.4.1 General considerations

It is crucial to select the appropriate comparators for the analysis, as the choice will be important in determining the cost-effectiveness of the intervention and the relevance of the study to...
decision makers. In principle, the comparator is the alternative that is most likely to be replaced in clinical practice should the intervention be adopted.

- Consider the study question, the indication or purpose of the intervention, and the target audience for the study. Also consider all approved, accepted, and technically feasible alternatives that are indicated for the condition as comparators. This does not necessarily mean that all such alternatives should be used as comparators in the analysis. Selection may be done through a process of elimination. It may be helpful to seek input from clinical or content experts during the process to identify all reasonable alternatives.

- Selecting comparators may be complicated when there is a range of approved alternatives for the same indication, or if there is variation in clinical practice across jurisdictions or patient subgroups (e.g., patients in nursing homes versus the general population). In practice, analysts may have to identify a small number of primary relevant comparators for analysis. In doing so, scientific rigor should be balanced against data availability, time constraints, and the feasibility of analyzing a large number of comparators.

- If there are no head-to-head clinical trials comparing the intervention and relevant comparators, the analyst may use indirect comparisons based on appropriate techniques. Methods used to synthesize indirect comparisons should be explained and justified. Any limitations of the methods, potential biases in the parameter estimates, and caveats about the interpretation of results, should be reported. A sensitivity analysis may also be used to assess the impact of assumptions about comparators.

### 3.4.2 “Usual care”

In the Reference Case, the comparator should be “usual care,” which is the most common or most widely used treatment in clinical practice for the condition. This is also referred to as “existing practice,” “current practice,” “typical care,” or “status quo.” The most commonly used treatment that the intervention is intended to replace can be the one used for the largest number of patients, based perhaps on utilization data and clinical expert opinion. In addition, there may be the most prevalent type of care that dominates clinical practice or there may be two or three prevalent alternatives, in which case, all should be individually compared to the intervention being studied.

### 3.4.3 Additional considerations

Usual care may not always reflect the level of care that is recommended or that is clinically the most effective. In such situations, “recommended” or “appropriate” care should be included (in addition to usual care) when it is considered to be a feasible and relevant option. High quality, clinically appropriate care can be determined by referring to recommendations in evidence-based clinical practice guidelines or by clinical experts. In such cases, the strength of evidence for the alternatives should be provided. Several alternatives may be relevant where the preferred treatment is ambiguous.

For some interventions, comparisons may be made between treatment strategies rather than individual products. In such cases, distinguish between situations where the technology is an additional element in the strategy, a different treatment sequence, or an alternative that would replace another element in the strategy if the intervention were adopted. For example, in one study, the cost-effectiveness of a drug therapy for urinary incontinence was shown to depend on its place in therapy (e.g., used as a first-line or second-line therapy, after failure of an existing medication). Alternative organizational models or packages of care (consisting of many different elements) may be compared. An example is a study that compared stroke rehabilitation in general medical wards to rehabilitation in specialized stroke units and to supported care in the home. Strategies should be explained (e.g., when, under what circumstances, and for whom), and the elements of the alternative strategies defined.

It is good practice to anticipate future comparators, particularly lower cost technologies that may enter the market within the timeframe relevant to the analysis. Failure to do so can lead to an underestimation of the ICER of the new intervention. An example would be the anticipated entry of generic competitor drugs where it is known that the patent for the product will be
expiring. The anticipated entry of lower cost technologies is also relevant to non-drug technologies (e.g., reusable versus low cost disposable surgical instruments). Such an analysis introduces additional sources of uncertainty in terms of the timing of entry and the price of the generic technology. Whenever feasible, such situations can be dealt with using a sensitivity analysis and a lower cost for the competitor technology.

Consider other reasonable alternatives. In some instance, “doing nothing” or “watchful waiting” may be appropriate comparators.

3.4.4 Comparator drugs

- The comparator need not be an alternative drug listed in the formulary of the relevant jurisdiction. As a starting point, it may be useful to consider alternatives in the same therapeutic class (i.e., drugs with the same indication). This may include drugs with the same chemical composition or mechanism of action as the new drug. For example, the comparator for a new quinolone antibiotic may not be limited only to other quinolones (as all quinolones may not be approved for the same indications), but rather all other antimicrobial agents that are clinically used to treat the infections the new quinolone is intended for. If the new drug is in a new therapeutic class, then the comparator is usual care (and recommended care, if appropriate), which may involve treatment with a drug from another chemical class, if available, or a non-drug treatment.
- Select as a comparator the available alternative that is of the lowest cost and that is often used for the same indication. The selection should be based on the cost of the entire recommended dose of the drug for treating the condition and any drug administration costs (report such costs separately).
- The regimen used for costing should reflect the dose and duration supporting the efficacy or effectiveness data for the product used in the evaluation. State whether the dosing regimens that are used clinically differ from those used in the clinical efficacy trials. Actual (versus recommended) dosing can be determined by reviewing the literature, by examining utilization data, or by conducting a survey of clinical experts. Where appropriate, use the dosage of each individual comparator required to achieve the same therapeutic effect, and justify the dose equivalencies used.
- The report should state a drug’s generic and brand names, therapeutic classification, dosage form, route of administration, recommended daily dosage, duration of treatment, daily cost, and cost per usual course (for the drug and any comparators). The differences in terms of indications, contraindications, cautions, warnings, and adverse effects should be reported.

3.5 Perspective

The perspective chosen for the evaluation should fit the needs of the target audience. The perspective in the Reference Case should be that of the publicly funded health care system. In some jurisdictions, this perspective may include costs that are incurred by long-term care, social services, or community-based services.

The costs associated with adopting a wider perspective should be reported separately where it is likely that they have an impact on the results of the analysis. This may occur when an intervention permits patients to return to work sooner than otherwise, shifts costs to patients and their families (hospital-based care versus home care), or results in savings or additional costs to other public sector agencies (e.g., special education for children with learning disabilities). These costs should be quantified separately where possible, and be subjected to a sensitivity analysis. Where quantification is difficult, the likely magnitude of such costs and their impact on the results of the analysis should be discussed.

The types of costs associated with the individual perspectives are detailed in Table 2. Resources should be identified, measured, and valued.
### Table 2: Perspectives of economic evaluations and their related costs

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Types of Cost</th>
<th>Examples</th>
</tr>
</thead>
</table>
| Societal perspective | Direct costs to publicly funded services (other than health care) | Social services, such as home help, meals on wheels<sup>*</sup>  
Income transfer payments paid (e.g., disability benefits)  
Special education |
| Public payer | Direct costs to publicly funded health care system | Drugs, medical devices  
Equipment, space, facilities, and associated overhead costs  
Aids and appliances paid by government  
Health care providers and other staff  
Medical services, including procedures  
Hospital services  
Emergency visits  
Ambulance services  
Diagnostic, investigational, and screening services  
Rehabilitation in a facility or at home<sup>*</sup>  
Community-based services, such as home care, social support<sup>*</sup>  
Long-term care in nursing homes<sup>*</sup> |
| Publicly funded health care system | Direct costs to patients and their families | Out-of-pocket payments (including co-payments) for drugs, dental treatment, walking aids  
Cost of travel for treatment, paid caregivers  
Premiums paid to, and benefits received from, private insurers<sup>†</sup>  
Income transfer payments received (e.g., disability benefits) |
| Publicly funded health care system | Time costs to patients and their families<sup>‡</sup> | Patient’s time spent for travel and receiving treatment  
Lost time at unpaid work (e.g., housework) by patient and family caring for the patient |
| Productivity costs | Lost productivity due to reduced working capacity, or short-term or long-term absence from work (during friction period)  
Costs to employer to hire and train replacement worker for patient |

<sup>*</sup>Some of these costs may be incurred by the publicly funded health care system, depending on the precise nature of these costs and the relevant jurisdiction.

<sup>†</sup>The costs to private insurers (i.e., insurance premiums received from, and benefits paid to, patients) have been included as a direct cost of the patient. These amounts can usually be assumed to cancel out, unless there is a good reason to do otherwise. Private insurance premiums paid by employers as a part of an employees’ compensation package can be included as a part of lost productivity costs.

<sup>‡</sup>The classification system in the table excludes some (indirect) time costs to patients and families caring for them. The value of lost time at paid work (beyond the friction period) is considered to be a private cost, and is excluded in the societal perspective. Lost leisure time is not considered to be a cost, as it would be at least partly captured in the preference measure when the QALY is used as the health outcome measure.

### 3.6 Effectiveness

#### 3.6.1 Efficacy versus effectiveness

There is a difference between efficacy and effectiveness measures. Efficacy refers to the performance of a health technology under controlled circumstances, often in the context of randomized controlled trials (RCTs). Administered according to a strict written protocol by research-oriented clinicians, trial participants are often selected according to restrictive inclusion and exclusion criteria, then encouraged to comply with treatment, and monitored with care. These trials may be conducted in specialized centres, such as teaching hospitals. In contrast, effectiveness refers to the performance of a technology in the “real world” (i.e., routine use in clinical practice), with a variety of providers using the technology as they deem appropriate for a broad heterogeneous group of patients who are usually less well informed, less likely to be screened or diagnosed correctly, less compliant, and subject to co-morbid conditions and treatments that are excluded in the original efficacy trials. In addition, provider compliance and skill (e.g., the volume-outcomes relationship with some surgical procedures), and coverage of the population (e.g., vaccines), may be lower for
some technologies and may adversely affect outcomes. Overall, “real world” patients often are less likely to respond to treatment than are participants in RCTs.³¹

Decision-makers are primarily concerned with the “real life” impact that the intervention will have on patients who will be treated in routine practice. A key issue is whether the efficacy data obtained from a RCT would reflect the effectiveness that might be achieved in a “real world” setting (i.e., the external validity of the clinical trial). Where feasible, the outcomes and costs in an economic evaluation should be based on the effectiveness of the intervention, rather than its efficacy, for the evaluation to be relevant to the jurisdictions.²

### 3.6.2 Gathering best evidence

A sound clinical review of the intervention should form the basis of the evaluation. This should involve a systematic review of the available evidence on the efficacy and effectiveness of the intervention. Justification should be given for failing to undertake a systematic review of the efficacy and effectiveness of the intervention.

Analysts should describe the studies that are included in the systematic review and the methods used to conduct the review. The review may include studies with a variety of designs, reflecting different levels of internal and external validity. The conduct and reporting of individual studies are important: studies that are poorly conducted and reported (e.g., small studies with missing data and little detail about participant disposal) may not provide much evidence. Complementary information provided by each form of evidence can be analyzed further through a sensitivity analysis. The methods used to analyze or combine data (e.g., meta-analysis, indirect comparisons) should be explained and justified, and the results of the analysis should be reported (see Guideline Statement 8.10).

Non-drug technologies can often pose challenges for economic evaluations. Many of these technologies go through less rigorous clinical testing before approval, and are often subject to less stringent regulation at the marketing approval and post-marketing surveillance stages as compared to drugs. Clinical studies may have a weaker design (e.g., lack of randomized controlled trials) or the long term follow-up of study participants may be lacking. Accordingly, the evidence base for efficacy may be of a lower standard as compared to drugs.³² The best available evidence may include more use of observational studies or registry databases.

The outcomes (and sometimes cost) of medical and surgical procedures, and diagnostic technologies may depend on the skill and experience of the operator. The impact on outcomes can be difficult to measure. The evaluation of medical devices should focus on the entire episode of care rather than on only the technical performance of the device. For example, the evaluation of a diagnostic device may involve assessing the impacts that the sensitivity and specificity of the device have on follow-up care and health outcomes. An extensive sensitivity analysis may be used to evaluate situations where the evidence of efficacy and effectiveness is weak. Appropriate caveats about the speculative nature of such an analysis should be reported.

Adverse events that are associated with the intervention should be included in the evaluation where they are clinically or economically important, based on meaningful differences between the intervention and alternatives. Analysts will need to consider their nature, frequency, duration, and severity before such a judgment can be made. Adverse events may have an impact on:

* treatment continuation or persistence (e.g., switching treatments, dosing reductions, or discontinuations)
* patients’ compliance with treatment
* mortality
* morbidity
* HRQL (utilities)
* resource use (e.g., physician visits, hospitalization, or prolongation of existing hospitalization).

These events should be valued in a manner consistent with the principles outlined in the Economic Guidelines. It is preferable that the evidence for an improved adverse event or side-effect profile be based on primary, rather than secondary, outcomes from trials. Unimportant differences in minor side-effects that were identified as secondary outcomes in trials may not be clinically relevant. If many minor side-effects...
are experienced simultaneously, the analyst should comment on the possible implications for adherence with treatment, which could have an impact on effectiveness. Furthermore, the full magnitude of potential harm associated with an intervention may not emerge during pre-market clinical trials, so other study designs will usually have to be used, such as the spontaneous reporting of cases or post-marketing clinical trials.

For drugs, the adverse events should be those associated with the expected dosing range for patients using the product. Total withdrawals due to adverse events for all the studies, with a breakdown by reason, and the number of patients requiring dose reductions because of drug intolerance, should be considered as indices of patients’ tolerance to the drug. This can be explored through a sensitivity analysis.

### 3.6.3 Modelling

It is preferred that the Reference Case be based on the best quantitative estimate of “real world” effectiveness, with uncertainty about the estimate handled through a sensitivity analysis. Because of good “real world” evidence is seldom available before the intervention is used in the market, analysts are encouraged to translate efficacy data into effectiveness estimates, using the best available evidence and appropriate modelling techniques, where feasible and scientifically credible.

There should be a description and justification of the methods and assumptions used to translate efficacy data into estimates of effectiveness. Identify and evaluate those outcomes that are most feasible, given the data, and most important to the health of the patient. Where relevant, the analyst should describe the strength of the evidence for extrapolating or adjusting the data. This may involve extrapolating trial data on surrogate outcomes to final outcomes, or extrapolating data on short-term outcomes beyond the duration of the trial. It may also involve modifying the treatment effect from trials to account for “real world” factors that differ from factors in the efficacy trial (e.g., patients’ adherence with treatment).

Depending on the nature of the available data, modelling may be required to transform the observed data to appropriate outcomes. Where only short-term data on outcomes are available, it may also be appropriate to extrapolate the data to long-term outcomes. Describe the strength of the evidence for extrapolating data, and justify any modelling approach or assumptions used.

One approach that is sometimes used to extrapolate short-term data involves the superimposing of estimates of baseline outcomes (e.g., probabilities of natural history survival that are derived from observational studies on estimates of treatment effect from clinical trials). The validity of the extrapolation is often based on the quality of the epidemiological data, and the link between the risk factors that can be modified by the intervention and the long-term outcomes. The duration and the magnitude of the clinical benefit beyond the trial is often a critical judgment to make regarding extrapolation.

Analysts are encouraged to use modelling to link surrogate outcomes to more important patient outcomes. For studies using surrogate outcomes, the surrogate should be highly predictive of an important patient outcome. As an example, for cardiovascular disease, modelling may be used to link surrogate endpoints, such as blood pressure or cholesterol level, to clinical endpoints (e.g., the incidence of coronary heart disease), and subsequent final outcomes (e.g., all-cause and cardiovascular-related mortality and morbidity), depending on the evidence for such links. Such an analysis should be appropriately tested through a sensitivity analysis.

Several factors are often considered when estimating effectiveness using efficacy data:

- accuracy of diagnosis or screening
- patients’ adherence with treatment
- health care providers’ compliance or skill
- meaningful differences in how subgroups respond to treatment because of co-morbidities and the use of concomitant therapies that are not permitted in studies.
Some authors use the terms “adherence” and “compliance” as synonyms. The term “adherence” is used in the Economic Guidelines to encompass three components regarding a patient who is undertaking treatment: acceptance, the initial decision of the patient to accept treatment; persistence, long-term continuation of treatment; and compliance, the consistency and accuracy with which the patient follows the recommended treatment regimen. Adherence is achieved if the patient meets all three components.

Correct diagnosis (or screening selection), patients’ adherence, and providers’ compliance or skill are often lower in “real life” than in RCTs. For technologies such as medical devices and surgical procedures, the outcome may depend on the skill and experience of the operator. Patients’ non-adherence can lead to a lower treatment effect than that observed in clinical trials, higher treatment costs, reduced productivity from the patient in the workplace, a greater burden on caregivers, and possible drug resistance. Non-adherence may be due to the adverse drug reactions experienced by the patient, or to other factors, such as frequency or ease of drug administration.

First, analysts should identify the “real world” factors that may modify the effect of the intervention based on the existing evidence. Second, where feasible and scientifically credible, “real world” factors should be incorporated into the Reference Case, where they are linked to important patient outcomes based on the best available evidence. For example, an evaluation in Husereau et al. replaced the higher diagnostic accuracy in the clinical trial with a better estimate of diagnostic accuracy in community practice, to better reflect the effectiveness of influenza drugs when used in routine practice. The failure to account for “real world” factors in evaluations may lead to the selection of suboptimal treatment strategies.

What is key to making a judgment about incorporating “real world” factors into the analysis is the strength of the available evidence linking treatment-modifying factors with important patient outcomes. It is preferable that such evidence be based on primary, rather than secondary, outcomes from trials. Such data are usually lacking before the launch of the intervention, and data from other sources may be useful. For example, there may be data on “real world” adherence patterns in other countries, or data from retrospective databases.

3.6.4 Uncertainty and stratified analyses

Before the “real world” experience with the intervention, there may be a high degree of uncertainty about the estimates of factors that have an impact on effectiveness. Where the data are unavailable, or are of low quality, uncertainty about the effectiveness estimates should be assessed through a sensitivity analysis. Unless such an analysis is based on high quality evidence, it should be identified as speculative or exploratory, and appropriate caveats should be given in the report.

For example, the duration and magnitude of the clinical benefit can be modelled based on plausible scenarios. The magnitude of effectiveness over time can also be varied in different scenarios, from “no effect” beyond the trial period, to a “diminishing effect,” to a continuing “full effect.” Furthermore, scenarios with longer time horizons may include more important patient outcomes (e.g., serious liver complications from hepatitis C infection), and QALYs. The shorter periods may be more appropriate for surrogate outcomes (e.g., a sustained viral response to antiviral treatments for hepatitis C infection).

An alternative approach is the use of a Bayesian iterative framework for gathering and analyzing evidence. The analyst can translate efficacy data from pre-market trials into effectiveness using prior evidence (or assumptions). In some instances, this may be formed by empirical evidence when an intervention has been launched in other markets before entering the Canadian market. It may also be reasonable to examine existing comparable interventions in Canada. In other instances, this may be a subjective prior belief, based on information from expert physicians or others who might have knowledge about the parameter. After the launch of the intervention, the preliminary estimates of cost and effects can be updated, as “real world” cost and effect data are collected.
A stratified analysis should be used to assess the impact on the results of variation in the effectiveness of an intervention among subgroups in a target population. This can be used to assess the variability of effectiveness in subgroups due to differences in, for instance, risk profile (e.g., high risk versus average risk patients), condition incidence, condition progression, or access to health care. The level of certainty in parameters for subgroups is lower than that in the total population. Therefore, where a stratified analysis is undertaken, a sensitivity analysis should explicitly consider increased uncertainty.

3.7 Time Horizon

The time horizon should be long enough to capture all the meaningful differences in costs and outcomes between the intervention and comparators. It is unnecessary to extend the time horizon beyond the period where there are no meaningful differences, such as when the costs and outcomes of alternatives converge. The same time horizon should be applied to costs and outcomes for analytical consistency.

Analysts are encouraged to consider a lifetime time horizon as a default, particularly for chronic conditions (e.g., diabetes or rheumatoid arthritis), or when the alternatives have differential effects on mortality. If a shorter period is used (e.g., for acute illnesses), justification should be provided. In some cases, multiple time horizons might be appropriate for the extrapolated data. For certain chronic conditions, alternative scenarios with time horizons of one and five years, and a longer period may be appropriate.

A long-term analysis does not imply that primary data must be collected from patients over such a period. Because long-term data collection is often unfeasible or impractical, a short-term analysis based on actual data collected on intermediate (or surrogate) outcomes may be complemented by a longer term analysis of more important patient outcomes that are appropriate for the condition, based on extrapolated or modelled data. For example, in the case of highly active antiretroviral therapies for HIV infection, an analysis using a short-term time horizon on trial data for viral response and immune system surrogate markers can be supplemented by a longer term (lifetime) time horizon to take account of serious opportunistic infections and premature death, which may occur years later.

To assess the impact of extrapolation techniques used in the analysis, the analyses of the alternative time horizons should be presented separately. The best available evidence should used, and the causal relationships, techniques and assumptions used to extrapolate data should be explained.

3.8 Modelling

Economic evaluations of health care technologies typically involve building and then using models to synthesize evidence and assumptions from multiple sources to estimate the long-term incremental costs and outcomes of new therapies. Because the outputs (results) depend on the model structure, the data, and the assumptions used, the model should be as transparent as possible. As a result, decision makers should be critical when reviewing the results of a model-based evaluation.

3.8.1 Modelling considerations

A good model\textsuperscript{35} can be defined as one that is:

- tailored for the intended purpose
- useful for informing the decisions at which it is aimed
- readily communicated.

Analysts should follow good practices to ensure the quality of their model, and their analysis. The good modelling practices summarized here are drawn from two guidance documents. For details about the guidance provided, refer to Philips et al.\textsuperscript{30} and Weinstein et al.\textsuperscript{33} In addition, consider all sections of the Economic Guidelines in the design of a model.

The scope (i.e., the boundaries) of the model should be explained and justified. The feasibility of building a model should be assessed before coding it. The study question is fundamental to developing the model. Once the question is defined, the analyst can determine whether modelling is the best approach to the problem, and define the most appropriate techniques to use.
The scope, structure, and parameters of the model should be relevant to the study question and the needs of the target audience. The model should incorporate all facets of the condition of interest that are important, and the potential impacts of the interventions considered. The model should be flexible, so that it is adaptable to the circumstances of the jurisdictions or payers (e.g., allow for variable treatment patterns).

The overall design and structure of the model determines the range of analysis that can be performed. Models should facilitate the type of economic evaluation that is relevant to the study question, and allow for an adequate assessment of uncertainty surrounding study results. The analyst should remember the iterative nature of economic evaluations and build the model to permit the updating of results as more data become available. For instance, a model may be structured to permit the incorporation of adverse event data from an ongoing clinical trial.

The model structure, values, and sources for each input parameter should be justified. The assumptions and the subjective judgments about the model structure (e.g., relationships, variables included, distributions) should be justified to enable the users to evaluate their acceptability. The model should only be as complex as required to properly addresses the study question and the information needs of the target audience.

The structure of the model refers to the specification of the condition or treatment pathways, the associated clinical events, and the causal relationships.

The model structure should be consistent with the underlying theory about the condition, should capture the impact of the intervention and alternatives, and should be relevant to the study question. The structure should not be defined by current patterns of practice, because the model should be able to evaluate changes to practice patterns. Clinical events that are not logically or theoretically expected to differ between the intervention and alternatives can be excluded from the structure. It is recommended that a diagram showing the condition or treatment pathways (e.g., decision tree) be included in the report.

The availability of data should not unduly constrain the design of the model, because funding or reimbursement decisions must often be made in the absence of data. Data limitations may limit the scope of the model, and can be considered when designing detailed aspects of the model. Data limitations may be handled using techniques such as surveys, expert opinion, the use of place holders in the model, or a sensitivity analysis.

When state-transition (Markov) models are used, the cycle length should be defined and justified. The length should be the minimum interval over which the pathology or symptoms are expected to change.

Data extrapolation (e.g., short-term to long-term outcomes) should be based on appropriate methods. The extrapolation relationships and techniques, and any assumptions used in the model should be explained and justified, with reference to the strength of the supporting evidence. The linear extrapolation of cost data may be inappropriate because of, for instance, economies of scale.

Models should be formally validated. Validation involves testing the model to confirm that it does what it is expected to do.

Internal validation confirms that the results generated by the model are internally consistent. This is done by testing the mathematical logic of the model, and by checking for errors in the mathematical code and for administrative errors (e.g., labelling, spelling errors). The practice may include testing extreme or zero values, examining the results of known scenarios, and examining the code. Explain any counterintuitive results. A more elaborate test involves building the model in two software packages, and cross-checking the results.

External validation confirms that the basic model structure, assumptions, and parameters are reasonable and accurately reflect the condition process, and the impact of the intervention and comparators. The results should make sense at face value, and any that do not should be explained. Sensitivity analyses can be conducted to assess the uncertainty about the structural assumptions used in the model (e.g., techniques for extrapolating data, conversion of important clinical outcomes to
final outcomes, treatment pathways). The results may be compared to those from other models (i.e., between-model validation). The intermediate results of the model (e.g., health outcomes) should be calibrated or compared against reliable independent data sets (e.g., national cancer statistics). Any differences should be explained, or used to inform adjustments to the model.

The validation process should be documented, and such documentation should be made available to decision makers, if requested. Ideally, the model validation should be undertaken by someone impartial. The analyst should state the limitations of the model, in the report and whether, and if so how, the model has been validated.

3.8.2 Data considerations

Many issues relate to the appropriate identification, collection, and analysis of data and their incorporation into a model. For guidance on such issues, which are beyond the scope of the Economic Guidelines, readers are referred to Philips et al.\textsuperscript{30} and Weinstein et al.\textsuperscript{33}

Model data may come from sources such as RCTs, observational studies, administrative databases, disease registries, expert opinion, standard cost lists, and assumptions made by the analyst or specified in guidelines (e.g., discount rate). The choice of data should be appropriate for the study question and for the needs of the target audience. The data should be consistent with the design features of the model (e.g., perspective), and be relevant to the population affected by the intervention. All data should be reported, and sources identified. Details of the data, such as the population from which data were derived and to which the results apply, should be described. If data in the model are not directly comparable (i.e., they relate to different patient samples), choices or assumptions should be explained and justified.

The more reliable the data that are used to estimate model parameters, the more credible are the results of the model.\textsuperscript{39} The choice of data sources (e.g., selection of studies used in a meta-analysis), the choice of methods for analyzing data inputs (e.g., handling of trial drop-outs in intention-to-treat analysis), and the subsequent incorporation of data into the model can have a bearing on the results of the evaluation uncertainty and generalizability of the results.\textsuperscript{39} Data limitations should be made explicit, and the methods for handling them described. Attempts should be made to quantify the impact of these limitations on the uncertainty of the evaluation results.

The design of a study can influence the quality of the data and the results of the evaluation. It is inappropriate to choose only favourable (or unfavourable) trials or data when estimating the outcomes and costs of the intervention. The quality of the data used in the model should be described. Different instruments can be used to rate the strength of the evidence from various types of studies.\textsuperscript{40} Each form of evidence may add complementary information that may be useful for adjusting data for local populations, costs, and practice patterns, or as a basis for a sensitivity analysis.

Caution should be exercised when using expert opinion to establish parameter values. Justification should be given for using expert opinion (e.g., lack of appropriate data from other sources), and the source of the opinion, the method of elicitation, and the results of the exercise should be described. Uncertainty about such estimates should be appropriately assessed through a sensitivity analysis.

Systematic reviews and meta-analyses can produce high quality data for model parameters, and add to the credibility of economic evaluations.\textsuperscript{38} Systematic reviews also provide useful information for analyzing uncertainty surrounding the relevant estimates. Attention should be paid to those key model parameters for which the results are most sensitive.\textsuperscript{30,33} Justification should be given for failure to undertake systematic reviews of key model parameters based on the adequacy and generalizability of readily obtained data.\textsuperscript{33}

Data can be incorporated into the model as point estimates or as distributions in the case of a probabilistic sensitivity analysis. The process for doing so should be explained. If data are incorporated into the model as point estimates, the mean estimates of parameters should be used in the base case.\textsuperscript{41} Data requiring transformation should follow generally accepted methods of biostatistics and epidemiology. The methods and results of these data analyses should be provided.
3.9 Valuing Outcomes

3.9.1 Health-related quality of life

“As a construct, health related quality of life (HRQL) refers to the impact of the health aspects of a person’s life on that person’s overall well-being. Also used to refer to the value of a health state to an individual.” Many methods have been developed to measure HRQL. They can be divided among specific measures, generic measures, and preference-based (utility) measures. Specific measures (e.g., Western Ontario-McMaster Osteoarthritis Index) and generic measures (e.g., Short Form 36) are generally of limited value for economic evaluations. Preference-based measures provide a summary score that numerically reflects the HRQL, and are the only approaches that are suitable for use in a cost-utility analysis (CUA).

Appropriate preference-based measures should be used where there are meaningful differences between the intervention and alternatives in terms of HRQL, and where appropriate data on preferences are available. If HRQL is being measured in a prospective study, it is advisable to include a preference-based measure where the intention is to undertake an economic evaluation. Where this has not been done, preference scores can be gathered retrospectively through a separate exercise, and then mapped onto the outcomes of the efficacy-effectiveness trial. Alternatively, preferences can be obtained from secondary sources provided that they are appropriate for the population of interest.

The terms “preference” and “utility” are generally used synonymously as a measure of HRQL in the Economic Guidelines, although technically, “utilities” are preferences obtained by methods that involve uncertainty (i.e., the standard gamble approach). “Off the shelf” instruments are available for obtaining utilities without undertaking direct measurement. Some widely used instruments in this category are the Health Utilities Index (HUI), the EQ-5D, the SF-6D, and the 15D. These instruments use preferences from the “informed” general public, which is the appropriate source to use for collective resource allocation purposes. Some of them, such as the HUI, ask survey respondents to exclude income effects when valuing health states. To use these instruments, the analyst has to classify the patient’s health status into the system provided, and compute the utility from the formula. The score represents an estimate of the mean utility that would be given to the health state by a random sample of the general public, though it may lack the sensitivity of the direct measurement approaches.

Typically, to be suitable for calculating QALYs, preferences are measured on a cardinal (i.e., interval) scale on which states of health equivalent to immediate death are scored 0.0 and perfect health is 1.0. States that are worse than death are allowed on this scale, and would take on scores less than 0.0. Preference-based scores (i.e., the quality-weight for a CUA) can be measured directly or indirectly. Justification should be given for using alternative preference measures in a CUA, such as healthy-year equivalents (HYE) or saved-young-life equivalents (SAVE).

The direct measurement of preferences is a complex and costly task. Three methods are used for the direct measurement of preferences: standard gamble, time trade-off, and visual analogue scale. Analysts prefer the standard gamble approach because of its strong normative foundation in von Neumann-Morgenstern utility theory. There are arguments against the superiority of the standard gamble approach. Visual analogue scales are inappropriate to use alone because of well known biases. Analysts wishing to undertake the direct measurement of preferences should select an approach that has theoretical and empirical properties to address the problem in hand, and should justify their selection. To avoid double-counting, respondents should be told, where feasible, to value lost leisure time in terms of the changes in preferences, and to assume that health care costs and income losses are fully reimbursed.

The preferred measure for a CUA is the QALY, which is calculated by multiplying the number of life-years gained from an intervention by a standard weight that reflects the HRQL during that time. The QALYs is preferred because of its clarity, simplicity, ease of application, and face validity.
Analysts are encouraged to use indirect measurement instruments, because they are easy to obtain, compare, and interpret. The direct measurement of preferences is acceptable, and may be better suited to some situations (e.g., a condition where one area of function is predominately affected).

It is recommended that analysts study the alternative methods a priori and select in advance the one that is most appropriate for the condition and best suits the study question. Justify the selection and method, and explain the steps undertaken to measure preferences. It is inappropriate to try a variety of methods, and choose the one that puts the intervention in the best light. Brazier et al.\(^{63}\) provides a useful checklist (in Box 3 of the report) for judging the merits of preference-based measures of health, based on the practicality, reliability, and validity of the instrument.

Regardless of the approach used, report changes in the quantity of life and quality-weights separately, and be transparent in how the two are combined. Assumptions about quality-weight changes over time (e.g., linear, curve) and the method used to estimate QALYs (e.g., change from baseline score, total area under the curve) should be reported.

A concern with using QALYs is that they do not discriminate between conditions with different severity. The conventional QALY approach focuses on absolute changes in preference scores, whereas studies have shown that societies’ valuation of interventions for different groups also depends on the severity of the initial condition.\(^{20}\) To partly address this concern, analysts can conduct a sensitivity analysis that excludes the QALYs of those outcomes that may not be considered clinically important (e.g., short-lived, self-limiting, and non-severe outcomes) and may be of limited concern to decision makers. For example, in the case of a new drug for the treatment of influenza, a sensitivity analysis could show the impact of including only influenza-related complications that are severe enough to require a visit to a physician or hospitalization, with flu-days prevented by treatment being excluded from the analysis.

Controversy exists regarding whose preferences should be used for deriving the quality-weights: the patients who experience a particular health state or a representative sample of the general public (community) who have not.\(^{53}\) The major indirect measurement instruments are based on surveys of preferences from the general public. Direct approaches to measuring preferences for specific conditions often use the patients being studied, perhaps in the context of a trial. There is evidence that preference valuation varies by condition experience.\(^{53}\)

It is preferred that analysts measuring preferences directly use a representative sample of the general public, who are suitably informed about the health states being valued. The reasoning is that they are the ultimate payers of the publicly funded health care system and potential patients.\(^{64}\) Patients who have direct experience of the relevant health states may be an acceptable source of preferences. An analyst undertaking direct measurements should describe the population from which the preferences were derived and the methods of measurement.

It would be ideal to use the preferences of the general public in the Reference Case and patients’ preferences in a sensitivity analysis, although this may be impractical or unnecessary. The analyst should discuss the applicability of the estimated preferences to the Canadian population.

Some studies use expert judgment with an extensive sensitivity analysis as the source of quality-weights. This approach is not favoured. Where the results can be shown to be insensitive to the quality-weights, approximate estimates may be adequate.

Where the intervention has an impact on the quality of life of the patient’s caregiver, this can be measured, though care should be taken to avoid double-counting the costs of caregiving. Changes in the quality of life of caregivers should be reported separately in the analysis, and excluded when calculating the ICER.

3.9.3 Outcomes for cost-benefit analysis

The monetary values assigned to health outcomes in a cost-benefit analysis (CBA) are usually obtained by applying a willingness-to-pay (WTP) approach. Two of the methods used in WTP
studies are contingent valuation and conjoint analysis (also known as discrete choice experiments). Contingent valuation uses a hypothetical survey to estimate an individual’s maximum WTP for a good or service that usually does not have a market price. A conjoint analysis uses ranking, rating, or comparison exercises to estimate the relative weights that people attach to different attributes of a good or service (including health care). In health care, a conjoint analysis has been used to value non-health outcomes and process attributes.

WTP methods for valuing outcomes are evolving, and several methodological and ethical issues need to be resolved. These methods of valuation have not been widely used in the context of resource allocation decisions in the health care sector. More research is needed to validate the use of these methods for informing health care funding decisions.

The use of a CBA in general, and WTP methods in particular, should be regarded as a secondary type of analysis. With a CBA, the evaluation should explain the steps taken to convert the outcomes into monetary terms. The key assumptions of the analysis should be validated and thoroughly tested through a sensitivity analysis.

### 3.10 Resource Use and Costs

#### 3.10.1 Resource identification

In this step of the costing process, the analyst identifies those activities and resources that are likely to occur in each alternative, along with timelines. The study perspective(s) will determine which resource items to include or exclude from the analysis, some of which are outlined in Table 2.

It is recommended that costs included in the public payer perspective be classified into categories that are appropriate to the relevant decision maker. The evaluation should group costs incurred by the different sectors of the public payer (e.g., primary care, hospital, community care), and present in a disaggregated manner those costs that are the responsibility of the decision maker. For example, evaluations for a provincial drug plan should provide a breakdown of costs associated with using the drugs. Where there is cost shifting between public payer sectors, the evaluation should quantify the relevant costs (e.g., fewer hospital bed-days and more home care visits). The public payer perspective should aggregate the costs of all public payer sectors.

Current and future costs that are a consequence of the intervention should be included in the evaluation. Identifying costs that are associated with non-drug technologies may be more complex than doing so for drugs. Costs may include start-up costs, capital costs, operating costs, costs for maintenance and repair, costs of hiring additional staff, overhead costs, and costs for professional training. These costs should be included, where appropriate. For example, when evaluating a hip prostheses, the cost of the entire episode of care and all other related costs (e.g., training costs) should be included, and not just the cost of the device. Resource items can be excluded from the analysis where there is identical use between the intervention and alternatives, though analysts should justify this.

Protocol-driven costs from a clinical trial should be excluded from the evaluation. Income transfer payments (e.g., disability and employment payments) should be excluded in the analysis, because they are not borne by the publicly funded health care system and are not real costs to society (they cancel out). Analysts may wish to report these costs when they are significant.

A cost item may be deemed to be irrelevant, because it is influenced by an event that is unrelated to the intervention being evaluated (e.g., the cost of a broken leg would not normally be counted in evaluating an acne drug). One option for determining which clinical events are related is via an adjudication committee (blinded to treatment assignment). This would allow the analyst to remove unrelated events in an unbiased manner.

A contentious, unresolved issue in the economic literature is that of unrelated health care and non-medical costs that are incurred during the life-years gained from the intervention. Analysts can use their discretion about whether to include such costs, but this should only be done in a sensitivity analysis, and such costs should be identified. One
option is to exclude these costs if they have a small impact on the overall results. Include these costs in a sensitivity analysis if data are available and if their impact is substantial.

3.10.2 Resource measurement

For the purpose of transparency, resource use data for the intervention and alternatives should be reported in physical units.

There are two costing methods, though many evaluations use a combination of the two. Gross costing (top down costing) uses large components as the basis for costing, such as the cost per hospital day. Detailed micro-costing (bottom-up costing) on an item by item basis can produce more precise estimates, although the time and expense of collecting such data need to be considered. The analyst must be clear about the costing method used and must justify the approach. Guidance in the use of costing methods is available in several sources, including Baladi, Oostenbrink et al., and Gold et al.

Resource items that contribute most to total and incremental costs should be measured and valued with greater precision. This can be done a priori by conducting a sensitivity analysis of resource use and unit cost parameters in a model to determine the expected impact on total or incremental costs and the results.

Analysts should pay attention to the following when deriving cost estimates.

- Where possible, explain the method for allocating overhead costs, shared labour costs, and administrative costs.
- Consider the relationship between the quantity of resources used and the unit cost estimate, such as learning curve effects (e.g., for surgical procedures), which can reduce the future cost of a resource; the impact of a new program on existing infrastructure, where the scale or scope of a program is a factor; the utilization capacity used in the cost estimate (where relevant, explain the method used to adjust for normal operating capacity).

Furthermore, analysts should provide an assessment of the quality of the estimate, and where lower quality estimates are used, use a sensitivity analysis to determine the impact of cost assumptions. Aspects of quality include how much of the total resources are included in the estimate, whether the output indicator is sufficiently refined to capture resource use, the quality of the data source, and whether the estimate of cost can be generalized to all providers.

Resource use data can be obtained from several sources, including RCTs, administrative and accounting data, clinical practice guidelines, expert opinion, and modelling exercises (combining data from a variety of sources). Data will vary considerably in terms of the quality of estimates and their applicability to Canadian practice. There are issues related to translating the resource quantities obtained from experimental practice studies and international studies to Canadian practice. The applicability of the data that has been obtained to Canadian practice should be justified.

3.10.3 Resource valuation

Resources should be valued at their opportunity cost, the value of their best alternative use. The guiding principle in measuring the unit costs of resources is that these costs should measure all resources required to produce an additional unit in the long run. These resources will include capital costs, all operating costs, allocated overhead costs, and professional costs. For example, hospital costs should include the physicians’ fees related to the patient’s stay. In practice, many methods have been used to approximate this concept. It is recommended that analysts use the total average cost (including capital and allocated overhead costs) as the unit cost measure.

There are several ways of valuing resources, including market prices, administrative fees, direct measurement, and calculation of shadow prices. For many resources, there is no straightforward method of valuation (e.g., informal caregiving). There is no consensus regarding the best method of valuation though the following points should be considered.

- Use market prices, where available, unless there is a good reason to do otherwise (e.g., excessive profits).
- For consistency and convenience, an argument can be made for using standard costs. An
updated listing\textsuperscript{74} of standard costs for some of the more common services in various provinces was prepared in 2004 using 2002 costs. It is available from the Institute of Health Economics’ web site (http://www.ihe.ca). While this list has been used in a variety of circumstances, economic evaluations are conducted in many settings and under different circumstances, not all of which can be covered in one cost list.

- Where costs are directly calculated or imputed, they should reflect the full economic cost of all relevant resources at normal operating levels.

Where the target audience is more than one jurisdiction, costs in the largest jurisdiction or the average Canadian costs (if available) should be used in the Reference Case, with sensitivity analyses using the highest and lowest costs from the relevant jurisdictions.

When evaluating the public payer perspective, use the full cost (i.e., contributions paid by the publicly funded health care system, private insurers, and patients) of the intervention and comparators in the Reference Case. For interventions likely to involve cost sharing between the public payer and patients (e.g., co-payments for drugs prescribed outside of hospital), analysts should use a sensitivity analysis to assess the implications of variations in the proportion of the cost of the intervention and comparator paid by the public payer. For example, the analyst may use a typical proportion of the cost borne by the public payer in a DSA, or specify a distribution of costs likely to be borne by the public payer in a PSA. Use the same proportions for the intervention and comparators, unless there is a good reason to do otherwise. This will allow decision makers to use the proportion that is most relevant to the coverage provisions in their jurisdiction. Cost sharing arrangements can be ignored where the amounts paid by the patient for the intervention and comparators cancel out (e.g., an identical flat fee paid by the patient for two alternative drug regimens), or where they have a small impact on the ICER. Analysts should be transparent in reporting how these cost sharing arrangements were handled in a sensitivity analysis and the impact on the ICER.

Unit prices may only be available for a previous time period, or for another country. Prices that were obtained from previous years should be updated. There are no price indices in Canada for hospital or physician services, so a general price index, such as the Consumer Price Index, can be used.

Analysts are cautioned about using prices or unit costs from other countries for the Canadian setting. Such data should be verified for Canada. Where such data are adjusted, appropriate methods should be used, explained, and justified.

3.10.4 Lost time

The condition may result in the patient giving up activities that would otherwise be undertaken, because of time spent for travel and receiving treatment, time spent being ill, and premature death. Familiar, friends or volunteers may devote unpaid time to caring for the patient. This results in the sacrifice of time that could be spent doing other activities. This can be important for more severe chronic conditions (e.g., migraine), or where an intervention involves a shift from formal to informal care. The impact of the intervention on lost time by patients and informal caregivers can be quantified in a separate analysis, where it is likely to have an impact on the results of the analysis.

There is debate about the appropriate approach for including lost time in an evaluation. The issue can be framed by viewing time in terms of the health-related activity that is undertaken, and in terms of activity that is given up (i.e., opportunity cost).\textsuperscript{71} The activities in the latter approach can be divided into three categories: paid work, unpaid work (e.g., housework), and leisure.

For the patient, the time affected by ill health can include health-related activities, such as time spent travelling and receiving treatment, or time lost in terms of activities that are given up.\textsuperscript{71,75} Lost time in paid work includes lost productivity while at work, short- or long-term absences from work, and lost productivity due to premature death of the patient. Informal caregiving by family, friends, or volunteers can be measured in terms of time devoted to caring for the patient, or time lost that could be spent doing other activities.
Two approaches for valuing lost time at paid work are the human capital approach and the friction cost approach. In the human capital approach, the employment period that is lost due to illness is the measure of the production cost. In this approach, it is assumed that there is (near) full employment, and the value of lost production may be overestimated. In the friction cost approach, it is assumed that when a person is out of work, he or she is eventually replaced with an unemployed person, so that the productivity loss to society is limited to the time before the sick person is replaced (the friction period). In the friction cost approach, lost productivity due to premature death should not extend beyond the friction period. For short-term absences from work, the patient’s lost production may be partly restored by the patient when he or she returns to work, or by the company’s internal labour resources. When the time lost from paid work is short, the estimates from the two methods may not be different. For longer periods, the friction cost approach will result in a lower cost estimate compared with the human capital approach.

Some view the friction cost approach as taking a more pragmatic view of the functioning of the labour market compared to the human capital approach. On balance, the friction cost approach is preferred for valuing lost time at paid work. This approach has drawbacks. Specifying the length of the friction period is required to operationalize the approach. The friction period can vary by industry, occupation, macroeconomic climate (e.g., general unemployment levels), and efficiency of the matching process between job seekers and vacancies. No data are available on the appropriate length of the friction period in Canada. The length of time needed to fill job vacancies has been suggested as a proxy for the friction period. Another approach would be to use the national average friction period that is estimated for countries with a comparable economic climate and labour market as that of Canada, with the length of the friction period tested through a sensitivity analysis. This approach was used by Goeree et al. to estimate the friction costs associated with schizophrenia.

The unit cost of long-term absences from work (i.e., absences longer than the friction period) due to mortality or morbidity can be valued using age–sex adjusted wage rates plus wage supplements for employer contributions for benefits such as pensions and employment insurance. This value can be adjusted for the percentage of persons employed in each population group. Population-level data for these components are available from Statistics Canada. The friction cost includes costs associated with the recruitment and training of replacement workers.

There are several options to valuing unpaid work time (including informal caregiving), but there is no preferred alternative. One option is to use the replacement cost estimate based on the market value (i.e., gross wage) of the services being delivered to the patient at home, and using the time spent caregiving or the time that a professional would have spent performing the duties. Another option uses the (net) wage that the informal caregiver would have received if working for pay during the caregiving period (i.e., reservation wage). A third option is to divide the time spent caregiving into lost time from paid work, unpaid work, and leisure, and to value each period using one of the other approaches outlined in this section. It is also possible to value informal care using the contingent valuation method or a conjoint analysis, though these are less common.

As suggested by several authors, it is recommended that lost leisure time be excluded as a cost in evaluations, where feasible. Lost leisure time would be partly captured by the preference measure where the QALY is used as the health outcome measure. Where possible, subjects in exercises measuring preferences should be told to value changes to leisure in terms of preference changes and to assume that health care costs and income losses are fully reimbursed.

Care should be taken in the measurement and valuation of patient and informal caregiver time. Describe the methods and assumptions used to measure and value lost time. Because the value of lost time can depend on of the approach used, analysts should use a sensitivity analysis to evaluate alternative methods and assumptions.
3.11 Discounting

Costs and health outcomes should be discounted to present values when they occur in the future, to reflect society’s rate of time preference. Accordingly, any costs or outcomes occurring beyond one year should be discounted using standard methods.

For the comparability of results across evaluations, it is important that a common discount rate be used. The standard rate for the Reference Case is set at 5% per year. A rate of 0% should be analyzed to show the impact of discounting. In addition, a 3% discount rate must be used in a sensitivity analysis for a comparison with published evaluations in other jurisdictions using 3% as the standard discount rate.

The discount rates in the Reference Case and the sensitivity analysis are expressed in real (constant value) terms, which are consistent with valuing resources in real (i.e., constant, inflation-adjusted) dollars.

Readers are referred to Gold et al., West et al., and Smith et al. regarding discounting practices, and Lazaro et al. for discounting health consequences.

3.12 Variability and Uncertainty

It is important to distinguish between variability and uncertainty. Variability reflects the known differences in parameter values that are associated with identifiable differences in circumstances. It is represented by frequency distributions, and cannot be reduced. Uncertainty occurs when the true value of a parameter is unknown, thus reflecting the fact that knowledge or measurement is imperfect. It can relate to parameter values in a model (e.g., resource use, utilities, effects) and model design features (e.g., model structure, analytical methods, and assumptions). These are called model inputs in the Economic Guidelines.

3.12.1 Handling variability

Variability in practice patterns must be handled through further analysis. This may involve a sensitivity or scenario analysis, a type of multi-way sensitivity analysis in which there is simultaneous substitution of alternative values in the relevant model parameters.

Patient heterogeneity relates to different individual characteristics (e.g., “risk profiles”) of the patients in the analysis. For example, treatment effects may differ for an elderly high risk population and a middle-aged low risk population. In the target population for an intervention, different groups of patients may differ in terms of cost-effectiveness.

The role of the analyst in a modelling study is to uncover heterogeneity in data relating to costs, outcomes, and preferences (utilities) in stratified analysis. Coyle et al. have suggested a framework for addressing the variation in cost-effectiveness in a target population. The framework involves the stratification of the target population into more homogeneous patient groups. In this analysis, each subgroup is run through the model separately. Thus, those groups for which treatment is cost-effective (e.g., those that have a positive net monetary benefit) can be identified.

Where populations are heterogeneous, it is good practice to have separate models or versions of models for each patient subgroup.

There are instances where differences between groups emerge in the process of an exploratory data analysis. Preferably subgroups should be defined at the planning stage of the outcome study. A post-hoc analysis may be unacceptable unless strong justification is given. Information derived post hoc should be interpreted cautiously, and can be viewed as introducing further research questions rather than facilitating current resource allocation.

3.12.2 Handling uncertainty

In most cases, economic evaluations use decision analytic models to estimate the cost-effectiveness of interventions. Uncertainty in the context of an economic evaluation can be broken into parameter uncertainty and model uncertainty.

A summary of recommended approaches for handling the different types of variation and uncertainty is provided in Table 3. Appendix 1 provides suggestions for graphically presenting the results of the analysis of variability and uncertainty.
### Table 3: Recommended Approaches for Handling Variability and Uncertainty

<table>
<thead>
<tr>
<th>Category</th>
<th>Type of Variability or Uncertainty</th>
<th>Recommended Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variability</td>
<td>Differences in clinical practice patterns between geographic areas or settings</td>
<td>Sensitivity analysis</td>
</tr>
<tr>
<td></td>
<td>Variability in patient population (patient heterogeneity)</td>
<td>Stratified analysis</td>
</tr>
<tr>
<td>Model-based uncertainty</td>
<td>Model uncertainty</td>
<td>DSA using alternative assumptions, one-way, multi-way, threshold, or extremes analysis; and model validation methods</td>
</tr>
<tr>
<td></td>
<td>• analytical methods</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• model structure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• assumptions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• data sources</td>
<td></td>
</tr>
<tr>
<td>Parameter uncertainty</td>
<td>Parameter uncertainty</td>
<td>DSA using one-way, multi-way, threshold, or extremes analysis</td>
</tr>
<tr>
<td></td>
<td>PSA using Monte Carlo simulation is encouraged</td>
<td></td>
</tr>
</tbody>
</table>

Parameter uncertainty refers to uncertainty in a probabilistic sense around the true value of a parameter in the model, such as health outcomes, utilities, and resource use. Where a parameter value is based on a sample, there is uncertainty in the estimate due to random chance. In most evaluations, data on costs and outcomes are not directly observed at the patient level. Instead, analysts typically use synthesized information to estimate the parameters related to costs and outcomes of the treatments under investigation. Generally, this information comes from a variety of sources, such as prospective primary data, estimated data from published and unpublished studies, expert panels, and assumptions that reflect judgment.

Model uncertainty is uncertainty that is related to other types of inputs in the model whose values are not necessarily uncertain in the probabilistic sense, but whose values are known to be different. Model uncertainty depends on the choices and assumptions made by the modeller. Model uncertainty includes:

- choice of methods and assumptions made by the analyst for the Reference Case (e.g., time horizon, discount rate or method for valuing lost production)
- structural assumptions made in model (e.g., techniques for extrapolating outcomes beyond trial follow-up, predicted duration of treatment effect)
- choice of data sources (e.g., choice of studies used in a meta-analysis, use of data pooling, data stratification).

There should be a thorough and systematic assessment of the impact of uncertainty on the results. Consider the reliability of the model at every level, including the model structure, the analytical methods, the input parameters and assumptions, and the output. Proper consideration of uncertainty is required, so that the reader can judge whether the conclusions are meaningful and robust.

Given the many assumptions in models and the difficulty knowing a priori which inputs (or combination of inputs) have the greatest impact on the results, at a minimum, DSA should be performed for all model inputs. The omission of any model input from a sensitivity analysis should be justified (for instance, based on a preliminary analysis). The objective of this analysis is to examine if the overall results are sensitive to a plausible ranges of values for the relevant model input, such that the interpretation of the results would change. Methods for conducting this analysis include using alternative assumptions, one-way and multi-way sensitivity analyses, a threshold (or break-even) analysis, and an analysis of extremes (i.e., best and worst case scenarios).

Analysts should define the plausible ranges of values for each model input, and justify the selected ranges. The ranges should reflect the full range of variability or uncertainty that is relevant for each model input, based on evidence about appropriate, credible limits. Drummond et al.¹ suggest that a plausible range can be determined...
by reviewing the literature, consulting expert opinion, and using a specified confidence interval around the mean (for stochastic data).

The following points are provided to help guide the conduct of a DSA.

- Conduct one-way sensitivity analyses using extreme values for all model parameters.
- If the parameter is based on an assumption or expert opinion, test it over a broad range in a one-way sensitivity analysis.
- Conduct a multi-way sensitivity analysis for model parameters that are shown to be sensitive in the one-way analyses.
- If two sources of error are interdependent, conduct a two-way sensitivity analysis on each source of error.
- Use a scenario analysis to analyze methodological uncertainty (e.g., run alternative versions of the model using different inputs).
- Use a sensitivity analysis to test uncertainty around structural assumptions (e.g., techniques for extrapolating data, conversion of intermediate outcomes to final outcomes).
- If an input contains subcomponents, disaggregate and test the subcomponents separately in the model.

The internal and external validity of the model should be formally validated.

Parameter uncertainty can be handled through a DSA or a PSA. There are advantages and disadvantages associated with both these methods of analysis. Analysts are encouraged to use a PSA. A PSA can provide a more complete assessment of the uncertainty associated with all inputs in a model. This type of analysis handles interactions between inputs, and provides interpretable, quantitative results. It is more likely to produce an unbiased estimate of mean costs and effects, and lead to optimal decisions given non-linear relationships (e.g., discounting). Furthermore, it allows for a Bayesian interpretation of results and can be used to determine where research funds should be allocated.

A PSA should take the form of a Monte Carlo simulation. The assumptions regarding the range of values for key parameters, the form of probability distributions, and the number of Monte Carlo iterations should be stated and justified. The availability of simulation software (e.g., Crystal Ball®, an Excel add-on) has made such methods easier to implement.

A PSA can only be used to assess parameter uncertainty, and should not be used to assess model uncertainty. Model structures, methods, and assumptions should be assessed through a DSA and model validation methods.

A probabilistic sensitivity analysis can be extended to Bayesian analysis. A Bayesian framework can be used to assess the value of gathering additional information, based on comparing the costs of conducting more research and the benefits from reducing uncertainty. The framework recognizes the binary nature of the decision facing a decision-maker (accept or reject), and quantifies all forms of parameter and model uncertainty in a PSA. It focuses on identifying parameters for which it is worth obtaining more sample information to reduce risk. This information can be used to prioritize research, or increase the efficiency of study design.

For information about Bayesian methods for cost-effectiveness analysis and computing, and the expected value of perfect information (EVPI), readers may refer to Heitjan and Li86 and Claxton et al.87 For an overview of the concept of “updating” prior evidence as new data become available, see Briggs.88

3.13 Equity

Equity is a concern that decision makers must often address. The identity of the beneficiary (e.g., elderly, low income groups, geographically remote communities) may be an important factor in determining the social desirability of providing an intervention or program. A comprehensive discussion of equity is beyond the scope of the Economic Guidelines. Nonetheless, the importance of equity considerations in decision making for allocating health care resources warrants that some general points be made.

“Equity,” as it relates to health, can be defined as “fairness” in the allocation of resources, treatments, or outcomes among individuals or
Common to most definitions of health equity is the idea that certain health differences (or inequalities) are unfair, and that subsets of these inequalities that are judged to be unfair constitute health inequities. Some definitions also include the aspect of “reversibility” (i.e., whether the health inequality can be removed). Most equity considerations can be divided into those relating to need and those relating to access to services.

The assessing of equity requires that comparisons be made between social groups with different levels of social advantage. Given that decision makers are concerned about the different aspects of equity, economic evaluations should provide as much information on these aspects as feasible. It is then the responsibility of the decision maker to provide the necessary weights or judgments to determine the redistribution of resources in various sectors of society, if the new intervention is implemented.

Equity considerations should be taken into account when conducting an economic evaluation. The analysis of distributional issues should be kept separate from the analysis of economic efficiency.

3.13.1 Equity assumptions and implications

Every type of economic evaluation contains equity assumptions and implications. As a result, decision makers who are using this information should understand them. All equity assumptions (whether implicit or explicit) should be highlighted in the report. If possible, state the implications of the assumptions on the results of the analysis.

The choice of outcome measure can have different equity implications, and the analysis should be sensitive to this. The use of a particular outcome measure (e.g., lives saved, life-years gained, or QALYs gained) typically implies that each unit of measurement is considered equal (i.e., equal weights for each unit), regardless of who gains. For instance, using life-years gained can favour the young, as they may have the capacity to gain more life-years from an intervention than the elderly. By using QALYs, it is assumed that a small gain to many people is equally desirable as a large gain to a few, so long as the QALY totals are the same (e.g., a gain of 0.1 QALY to each of 1,000 people would be considered equal to a gain of 25 QALYs each to four individuals). Some suggest that measures such as “lives saved” or “person trade-off” are associated with the notion of equality in which each life is treated with the same sense of urgency.

Valuing outcomes using human capital and willingness-to-pay approaches can favour those with higher incomes, because this approach depends on the ability to pay and the existing income distribution. For example, if the gain in productive employment from a new ovarian cancer treatment is valued using only wage rates for females in the labour force, the value will be less than if average wage rates (which include those of males) were used. If the issue is of concern, more equitable estimates of wage rates can be used in a sensitivity analysis (e.g., general versus gender-specific wage rates).

There are other examples of equity implications.

- Using a higher discount rate reduces the present value of outcomes occurring in the future (e.g., prevention interventions that benefit the young).
- Clinical trial participants are often not representative of the general population, given the strict trial inclusion and exclusion criteria, or there may not be an equal opportunity to access the intervention when it is available in the “real world.”

3.13.2 Groups that are affected

The potential benefits, harms, and costs associated with a health technology are often unevenly distributed across the population. This may be due to differences in treatment effects, risks or incidence of conditions, access to health care, or technology uptake in population groups.

Economic evaluations should identify the subgroups that may be the primary beneficiaries if the intervention were provided. These subgroups can be defined in terms of predetermined categories that are considered to be relevant to equity, or in terms of unmet health needs. These categories can be defined by age group (e.g., elderly or young), sex, ethnic group (e.g., aboriginal groups), geographical area (e.g., rural or northern communities), socioeconomic group (e.g., low income), or condition severity and health
status. It follows that certain technologies may be performed more often for one compared to another.

Groups that are likely to be disadvantaged by the availability of the intervention should also be identified. This may occur, for example, when a change in clinical practice requires that patients be cared for at home, rather than at hospital, thereby shifting costs and burdens to patients and informal caregivers.

### 3.13.3 Distributional impact

Analysts are encouraged to provide information on how the distributional impact (e.g., benefits, harms, and costs) and cost-effectiveness results of the intervention vary across predetermined, equity-relevant subgroups. The magnitude of these effects can be reported (i.e., whether for a fixed funding level, there is a large health gain for a small number of individuals, or a small health gain for a large number of individuals).

Such information can be presented in a chart or matrix that depicts the relevant groups on one axis, and the associated distributional impacts and cost-effectiveness results on the other axis. If the distributional impact of an intervention is small, it can be mentioned in the report without the need for an elaborate presentation of information. If a large number of groups are affected, consider limiting the details in the chart to ensure that the data are clear and understandable for decision makers.

When the intervention can be provided selectively to certain subgroups, then cost-effectiveness information should be presented for each subgroup. A stratified analysis can be useful for estimating the (opportunity) cost of providing the technology to subgroups on the basis of equity. This information allows decision makers to focus on a more explicit value judgment regarding the efficiency-equity trade-off. Can the opportunity cost of equitable access be justified? Is the benefit gained from stratification worth any inequities in provision? Optimal cohorts for an intervention could be based on the incremental cost per QALY, although the net benefits framework permits a more explicit quantification of the efficiency gains obtained from stratification, and the opportunity cost of incorporating equity concerns.

Equity weights should not be applied to outcomes in the Reference Case. This implies that health gains are weighted equally regardless to whom they accrue (e.g., one QALY is valued as one QALY regardless of who experiences the gains). The analysis and results should be presented in a disaggregated and transparent manner to allow decision makers the ability to evaluate how outcomes were combined or converted, assess distributional impacts, and undertake any additional analysis, if desired. To avoid confusion, the analysis of the distributional issues should be kept separate from the economic-efficiency analysis.

### 3.14 Generalizability

Generalizability refers to “the problem of whether one can apply or extrapolate results obtained in one setting or population to another.” The term “generalizability” may also be called transferability, transportability, external validity, relevance, or applicability. Generalizability raises issues regarding the conduct of an economic evaluation and the interpretation of its findings. Two useful publications on topic are those by Sculpher et al. and Welte et al.

The key question about the generalizability of results is whether there are differences in an intervention’s impact on effectiveness and costs across settings or locations that produce meaningful differences in cost-effectiveness. In-country differences can be relevant in Canada, given that regional differences may exist, and the likelihood that an evaluation will be used to inform decision making in more than one jurisdiction. Similar issues can arise regarding the generalizability of results across different populations (e.g., men versus women, young versus elderly) in the same jurisdiction.

Three aspects of generalizability may be an issue in economic evaluations, and warrant the attention of the analyst:

- distinction between the efficacy and the effectiveness of the intervention
- handling of data on costs and health state preferences derived from another setting
- handling of data from trials that are undertaken on a multinational basis.
3.14.1 Effectiveness

The main issue is whether the efficacy data obtained from a controlled (trial) setting reflect the effectiveness that might be achieved in a broader “real world” setting (e.g., routine clinical practice in Canada). This is most relevant to the decision maker (i.e., the external validity of the clinical trial).

It can be argued that clinical relevance should be the first criterion that is addressed in determining study generalizability. If one cannot verify that relevant clinical evidence exists, then there may be little benefit (and substantial work) involved in proceeding with the verification of other clinical and cost data to complete the transfer.

3.14.2 Economic data

The second aspect of generalizability is the handling of economic data that have been collected in a trial conducted in a country other than Canada. Cost data vary from country to country, reflecting differences in resources use patterns and relative unit cost levels. An example of this is the variation in length of stay for surgical procedures that vary from place to place. Preferences for health states often depend on cultural factors that vary among countries. It follows that cost and preference (utility) data from other countries may not be generalizable to Canada.

In light of this, analysts may seek to adjust the data from outside Canada to apply to the Canadian setting. Methods for doing so differ, but the principle is that the adaptation of cost data is more complex than simply changing the price weights (e.g., converting from US to Canadian dollars). It may be appropriate to use modelling techniques to adjust observed data about practice patterns from other countries or settings to apply to local circumstances and then use local unit costs in the model. Attempts have been made to adapt observed practice patterns to local circumstances using modelling techniques. Where the evaluation relies on data based on practice patterns from outside Canada, information on how the condition is defined and treated (e.g., dosage regimens, hospitalization rates, length of stay) should be reported, so that jurisdiction-specific information can be identified and used in the evaluation. Where clinical practice has been adjusted in the analysis, the methods for doing so should be transparent.

3.14.3 Multinational trials

The third aspect of generalizability relates to the selection of appropriate methods to analyze economic and clinical data that have been collected in prospective trials involving several countries. A central issue is whether to pool data collected from all countries or to use data from the centres or countries that are most applicable to the decision maker’s setting. The appropriate approach will vary from case to case, and will depend on the statistical evidence and informed judgment.

It is often assumed that clinical data can be pooled, although this may not be the case for all interventions, and tests of homogeneity should be performed to confirm this. The choice may depend on the selection of data from those trial centres using a comparator that is relevant to the decision maker’s setting. In contrast, it is generally assumed that economic data will differ systematically between multinational centres, and therefore pooling will be impossible. At issue then is the adequacy of the sample size for centre- or country-specific ICER estimates.

If the analyst uses cost data that are obtained from a multinational trial, the differences between centres or countries in terms of quantities of resources used and unit prices, and the method used to estimate the overall cost-effectiveness should be reported. Report the source, place, and year of data for resource quantities and unit costs, and rates used for inflation and currency conversion. The appropriate ranges of parameters should be tested through a sensitivity analysis.

Methods are being developed to address the issues of handling economic data from multinational trials, including the use of multi-level modelling, empirical Bayesian methods, multivariate regression analysis, and net benefit regression analysis.

3.14.4 Sensitivity analysis

It is unfeasible to perform primary economic evaluations that are tailored to the specific circumstances of each jurisdiction that uses the evaluation for decision making. Nonetheless,
incorporating local parameter values into a sensitivity analysis will permit the interpretation of evaluation findings for local application. If there is regional (i.e., in country) variation in clinical practice or other model parameters, the Reference Case analysis can be performed at a national (or aggregate) level using the most widespread or best available practice or data, with a sensitivity analysis performed using regional (or local) practice or data.

3.14.5 Transparency

Present the analysis in a transparent manner, to help decision makers judge the generalizability of the findings to their setting. Describe the intervention and alternatives, ensure the methods of analysis are easy to follow, and present the cost and outcomes in disaggregated detail before aggregation. Physical quantities (e.g., length of stay in hospital) and unit costs should be reported separately rather than reporting total costs only. This information will allow decision makers to make a more informed judgment about how applicable data from other countries are to their jurisdiction.

3.14.6 Discussion in report

The report should include a discussion on the relevance of the data and model to the jurisdictions and populations of interest, and the generalizability of the overall results (see Appendix 3). If economic data from outside Canada have been used, there should be discussion about the validity of such data for the target audience. Regional or setting differences for the target audience in terms of disease epidemiology, population characteristics, effectiveness of the intervention, clinical practice patterns, resource use patterns, unit costs, and other relevant factors should be discussed. If differences exist, discuss the impact on the results (i.e., direction and expected magnitude) and conclusions.

Because it is unfeasible to tailor evaluations to the specific circumstances of every jurisdiction using the information, decision makers may request a copy of the model to conduct their own analysis. This would allow them to input their data, make any necessary model adjustments, and generate results that are more relevant to their setting.

3.15 Reporting

3.15.1 General considerations

The reports of economic evaluations should be clear and detailed, and the analysis should be presented in a transparent manner. The report should provide enough information to enable the audience to critically evaluate the validity of the analysis, including information on each element of the economic evaluation, as outlined in the Economic Guidelines, and estimates of costs and outcomes. The report should be written in a manner that is easily understood by the target audience. Wherever possible, use plain language, and define jargon or technical terms that may be unfamiliar to the target audience.

The report format should be well structured and easy to follow. To enhance clarity and facilitate the comparison of economic evaluations, analysts can use the structured report format in Appendix 3.

An executive summary should be included at the beginning of the report. The executive summary should be no longer than two pages, and written in language that is understood by a non-technical reader.

The report should also address how each element of the economic evaluation, as outlined in the Economic Guidelines, has been handled.

3.15.2 Presentation of results

All results should first be reported in the detailed steps of the analysis, with aggregations and use of value judgments (e.g., preference scores) introduced into the presentation of information as late as possible. A stepped approach is useful for presenting the perspectives and type of evaluations that may have been used in the analysis (e.g., presenting the results in terms of a CCA, then a CEA, and finally a CUA and a CBA, as relevant). Each aggregation step should be presented in enough detail to allow for independent verification of the results.

Intermediate results for each alternative should be disaggregated into undiscounted totals of costs and outcomes before aggregation and discounting. Totals should be shown in gross and net terms. The estimates of the individual components of total
cost should be presented. The total costs may not represent “true” totals, because costs that are common to the alternatives may have been disregarded in the analysis. Nonetheless, the totals enable decision makers to better appreciate the magnitudes involved, which can be masked by a ratio of two increments. The totals also allow future users to make comparisons with new or different comparators, to bring studies up to date, or to transfer study results across geographic or practice boundaries.

Final results should be based on increments (i.e., differences between the intervention and alternatives) of expected costs and expected outcomes. The results for a CEA or CUA should be reported as ICERs. The results should not be reported as average cost-effectiveness ratios (i.e., total costs divided by total outcomes) of the alternatives, as this can mislead decision makers. The net benefit measure may be used as an additional (but not alternative) measure to the ICER. The willingness-to-pay threshold and the associated ICER should be stated for each net benefit estimate.

When there are more than two alternatives being compared, the expected costs and outcomes of the alternatives can be reported in a table in increasing order of cost, starting with the lowest cost alternative at the top. The incremental costs, incremental outcomes, and ICERs of the alternatives can then be calculated sequentially. Any alternatives that are ruled out by strong (or strict) dominance (i.e., they are more costly and less effective than another alternative), are noted in the table and disregarded in the calculation of the initial ICERs. After the initial ICERs have been calculated, any alternative that is ruled out by weak (or extended) dominance (i.e., when an alternative is more costly and more effective, and has a lower ICER), are noted in the table, and are disregarded in calculation of the final ICERs.

To facilitate understanding, analysts are encouraged to present the results of the analysis in graphical or visual, and tabular, forms. Appendix 1 provides suggestions for the graphic presentation of results for variability and for the uncertainty analysis. All graphics should be appropriately discussed, and not used to replace a written description or interpretation of results.

3.15.3 Disclosure of relationships

Funding and reporting arrangements should be stated in the report, or in a letter of authorship accompanying the report. Disclosure should include a list of all key participants in the study with their contributions, and the sponsor of the study. It should also indicate whether the sponsor had any review or editing rights regarding the analysis plan and report.

Declarations of any conflicts of interest by the authors, or a declaration that no conflict exists, should accompany the report. Conflicts of interest can be considered to be a financial or a non-financial interest. Guidelines for declaration of conflicts of interest and a declaration template can be found in the Guidelines for Authors of CADTH Health Technology Reports.

3.15.4 Quality assurance

Analysts should assure the users of economic evaluations about the quality of the process underlying the study. This can be achieved by a thorough delineation of the conduct of the study, including how it was documented to ensure consistency and quality in the process. Documents specific to the quality assurance process should be made available to users.

If requested, documentation describing the model and the model validation process in detail should be made available to decision makers. A description of the statistical analysis (i.e., data sources, methods, and results) should be made available if used in the economic evaluation. An operable copy of the model with an adequate user interface should be made available to decision makers upon request (under conditions of strict confidentiality and protection of property rights) for review, and to permit a sensitivity analysis to be undertaken using the decision maker’s data and assumptions.
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APPENDICES
APPENDIX 1: Presenting Results of the Analysis

Suggestions are provided here for presenting the results of the analysis of variability and uncertainty in an evaluation. Sensitivity analysis results can be shown in tabular form, with results grouped into categories such as health outcome, cost, and modelling assumptions. The results can be reported as actual incremental cost-effectiveness ratio (ICER) figures, or as the percentage change from the Reference Case.

Wherever possible, analysts are encouraged to use a graphical or visual presentation of results, to aid understanding by the audience. This can be done using a variety of approaches, depending on the nature of the analysis including tornado diagrams, scatter plots, or cost-effectiveness acceptability curves (CEAC).

Tornado diagram
A tornado diagram is a useful way of displaying the results of the subgroups and one-way sensitivity analysis in one graph. Figure 1 is an example from an economic evaluation of an antiviral treatment for hepatitis C infection. The horizontal axis depicts the ICER results, and the vertical axis shows the subgroups and parameters analyzed. The dotted line represents the result for the base case, and the bars represent the results for subgroups or parameters tested over the full range of values in a one-way sensitivity analysis. The ends of the bars can be labelled with the upper and lower values of the ranges tested for each parameter. Bars are ordered from widest to narrowest starting at the top of the figure. In this example, parameters with the greatest impact on the results are age, drug costs peginterferon, and viral load. Bars that reach the vertical axis (i.e., drug costs peginterferon) indicate where the intervention is cost saving.

Source: Gut, 2003, vol. 52, issue 3, pp 425-432; reproduced with permission from the BMJ Publishing Group
Cost-effectiveness plane
An alternative graphical presentation of results has come from Black.\textsuperscript{107} An example is shown in a paper by Glick \textit{et al.}\textsuperscript{108} In this example, incremental costs and effects are displayed on the cost-effectiveness plane. The incremental effects and incremental costs of the intervention are plotted in the four quadrants denoted by the X and Y axes, respectively, with the comparator forming the origin (Figure 2). The slope of the line joining the origin to any cost-effect combination is the ICER result. The results of cases that are more effective and more costly than the comparator are located in the northeast quadrant, and those that are less effective and less costly than the comparator appear in the southwest quadrant. ICER results cannot be calculated for cases that are located in the northwest quadrant (i.e., where the intervention is dominated by the comparator), and the southeast quadrant (i.e., where the intervention dominates the comparator).

The cost-effectiveness plane can be used to simultaneously compare (visually) the joint distribution of incremental costs and incremental effects of alternative strategies (e.g., different screening intervals for different subgroups). An example is provided in Mandelblatt \textit{et al.},\textsuperscript{109} and this method is described in Mark \textit{et al.}\textsuperscript{110}

Scatter plot
For a PSA, analysts are encouraged to present the ICER results using the scatter plot on the cost-effectiveness plane, as depicted in Figure 3. In this example, replicates are plotted in the plane using the bootstrap method to quantify uncertainty. The mean result ($27,000/QALY) and 95% confidence interval ($5,000/QALY and $54,000/QALY) are shown.

![Figure 2: Cost-effectiveness plane](image)

Cost-effectiveness acceptability curve (CEAC)
In instances where the net benefit measure is used, the results of a PSA can be shown as a CEAC (Figure 3). The CEAC shows the probability that the intervention is cost-effective at each ceiling ratio (or willingness-to-pay threshold), given the data available. The curve illustrates that at the 50% point, the ICER is $27,000/QALY. It also shows that there is a 95% probability the intervention falls below $54,000/QALY. The CEAC space can simultaneously present the results for uncertainty and variability using multiple CEACs for different patient strata (e.g., by risk of clinical event) and display the impact of varying other (non-sampling) parameters, such as the discount rate.
APPENDIX 2: Review of Existing Economic Evidence

There are key steps for undertaking a review of existing economic evidence, and quality control measures that may minimize bias in the review process. The standard reporting format (Appendix 3) includes a section on reviewing the existing economic evidence of the intervention.

Refer to the UK National Health Service’s (NHS) Centre for Reviews and Dissemination (CRD) publication: *Undertaking systematic reviews of research on effectiveness: CRD’s guidance for those carrying out or commissioning reviews*, by Khan *et al.*[^1][^11][^111] (http://www.york.ac.uk/inst/crd/report4.htm). A useful textbook is *Systematic reviews to support evidence-based medicine: how to review and apply findings of healthcare research*, by Khan *et al.*[^1][^11][^112]

**Steps in the Review Process**
- Define the study question.
- Perform a literature search.
- Select the relevant studies.
- Extract data from the selected studies.
- Assess the quality of the selected studies.
- Synthesize and analyze the extracted data.
- Interpret and report the results.

To minimize bias, a review can incorporate the following elements of good practice:
- literature search by a qualified librarian or information specialist.
- transparent management process for selecting relevant studies.
- predetermined eligibility criteria for selecting relevant studies.
- criteria list to assess the quality of the studies.
- predetermined data extraction form.
- independent involvement of two reviewers in study selection, data extraction, and quality assessment.

The purpose of reviewing existing economic studies is to summarize the available knowledge in a systematic way that will be useful for decision makers and researchers. To minimize bias, methods similar to those used for a systematic review of clinical studies can be applied to reviews of economic studies. The following guidance is provided to ensure quality control and minimize bias when undertaking the review process.

**Protocol**
A protocol should be written for a systematic review[^11],[^111] It should include a clear study question, and specify the eligibility criteria for the selection of relevant studies to be included in the review. Eligibility criteria can be framed in terms of the relevant PICOS, i.e., population, intervention, comparators, outcomes (for a cost-effectiveness analysis), and study design (i.e., the types of economic studies considered). Exclusion criteria may also be identified (e.g., abstracts only, studies set in developing countries).

**Literature search**
A crucial component in the review process is the design and execution of unbiased and comprehensive literature searches. Sources of economic evidence include electronic bibliographic databases, statistical data, reference lists from relevant articles, grey literature, research registers, and reliable web sites[^11][^113]. Specialized economic databases such as the NHS Economic Evaluation Database (http://www.york.ac.uk/inst/crd/nhsdhp.htm) and the Health Economic Evaluation Database provide information on specific aspects of published economic evaluations. It may also be useful to contact the manufacturers of the technology, content experts, and appropriate regulatory agencies. It is recommended that an information specialist or librarian working with the review team design and execute the search strategies.

**Study selection**
Eligibility criteria are used to select the material retrieved through the literature search. During the first stage, potentially relevant citations are
selected, and this is followed by the selection of relevant articles. At each stage, two independent reviewers can perform the selection of material to minimize bias. Any disagreements between reviewers can be resolved by an agreed upon a priori method (e.g., consensus after discussion or involvement of a third party). It is recommended that a flow chart depicting the management of studies be included, such as that described in Moher et al.\textsuperscript{114}

**Data extraction**

For studies identified for review, two independent reviewers can use a predetermined data extraction form to extract relevant information. A sample template of a data extraction form can be found in the CRD Guidance document.\textsuperscript{111} The information extracted may include study characteristics, methods, key parameter values, sources of data, results, study conclusions, and source of study funding.

To inform judgments relating to transferability of study results to the setting or jurisdiction of interest, there should be transparent reporting of the estimates of costs, effectiveness, and preferences (utilities) in the studies. It is useful to report the type and quantities of key resources used and unit costs, and the year and currency of the costs.

**Assessing study quality**

Criteria lists can be used to assess the quality of selected studies in terms of their methodological elements.\textsuperscript{111} Two possible criteria lists are the British Medical Journal Guidelines for economic submissions\textsuperscript{115} (http://www.bmj.com/cgi/content/full/313/7052/275) and the Consensus on Health Economic Criteria (CHEC) list\textsuperscript{116} (http://www.beoz.unimaas.nl/chec). To minimize bias, two independent reviewers can apply the criteria list. The method of quality assessment should be described.

**Data synthesis and analysis**

Methods that are used to synthesize the information from selected studies should be described. A qualitative approach is most often used. This involves summarizing the extracted information in two tables: one for information about the characteristics of the selected studies, and another for the results. The latter may include a table showing the direction and magnitude of effects and total costs in the individual studies. The use of a permutation plot of results is another approach that may be used (see the CRD Guidance document).\textsuperscript{111}

**Interpreting and reporting results**

The main findings should be summarized, and any limitations (e.g., methods used, data availability, relevance of results) should be noted. Factors to consider when drawing conclusions include:

- number of studies selected
- consistency of results in (e.g., in a sensitivity analysis) and across studies
- magnitude of results
- quality or limitations of studies
- generalizability or relevance of studies to the target audience or jurisdiction.

Analysts can try to resolve the differences in results across studies by comparing the methods and inputs. Analysts should investigate whether the clinical evidence in a study is at odds with that used in the analyst’s evaluation.\textsuperscript{111} The comparison of the results with those of other studies and systematic reviews can be reported.
APPENDIX 3: Standard Reporting Format

A structured reporting format for the preparation of reports of economic evaluations ensures that studies are thoroughly presented, and organized consistently to facilitate review and comparison by decision makers.

It is suggested that reports follow this format as much as is practical, though in some instances, deviation from the format may be appropriate. For example, the report sections could be reordered or certain sections excluded if they are irrelevant to the evaluation. The study should be presented in a clear and transparent manner with enough information provided to enable the audience to critically evaluate the validity of the analysis. The Executive Summary and Conclusions should be written so that they can be understood by a non-technical reader.

Helpful hints on writing style and conventions are available in the Guidelines for Authors of CADTH Health Technology Reports.

Preface
- List of authors, affiliations, and a description of contributions
- Acknowledgements
- Disclosure of funding and reporting relationships, study sponsor, contractual arrangements, autonomy of analysts, and publication rights; declaration of conflicts of interest (guidelines and a declaration template can be found in Guidelines for Authors of CADTH Health Technology Reports at http://www.cadth.ca)

Executive Summary
The Executive Summary should be one to two pages long and written in non-technical language.
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1. OBJECTIVES

1.1 Description of issue(s) addressed in the report
- Set the scene for the reader, and include reasons for the analysis (e.g., funding or costs implications, issues of competing technologies).

1.2 Statement of study question
- Define the study question, state it in an answerable form, make it relevant for the target audience.
- Define the patients and population(s), intervention, and comparators.
- State the primary perspective of the study and related secondary questions (e.g. impact of the intervention on subgroups).
- Identify the primary target audience and possible secondary audiences.

1.3 Objectives of the study
2. **BACKGROUND**

2.1 General comments on condition
- State the condition and population-specific patient group(s) being studied.
- List the etiology, pathology, diagnosis, risk factors, prognosis (if relevant).
- Describe the epidemiology (i.e., incidence or prevalence), burden of the condition in Canada.
- Describe the economic impact and burden of the condition in Canada.
- Describe the current clinical practice in Canada. Refer to clinical practice guidelines (if relevant). Include a description or comparison of alternatives for the indication.

2.2 Technology description
- For drugs, state brand and generic names, dosage form, route of administration, recommended dosage, duration of treatment, therapeutic classification, mechanism of action.
- For non-drug technologies, state basic features, underlying theory or concept.
- List advantages and disadvantages (e.g., relating to clinical use).
- State adverse events, contraindications, cautions, warnings.
- Describe setting for the technology if relevant (e.g., hospital-based)
- Give unit cost of the intervention and comparators.

2.3 Regulatory status
- List the approved indication(s) in Canada that is the topic of the study, including applicable population and subgroups, and date of approval.
- Give additional approved indication(s) in Canada.
- Include the regulatory status and approved indications in other countries.

3. **REVIEW OF ECONOMIC EVIDENCE**

- Discuss existing economic studies that address the same technology, and similar study question(s). Include a summary of methods and results of reviewed studies (can be summarized in a table and placed in appendices).
- If a systematic review has been undertaken, identify and discuss the steps of the review (Appendix 2).
- Include as appendices: literature search strategy, flow chart of included and excluded studies, data extraction form, and quality assessment criteria list.
- Comment on the relevance and generalizability of the results of the reviewed studies to the target audience.

4. **METHODS**

- Report how each element of the economic evaluation, as outlined in the Economic Guidelines, has been handled.

4.1 Types of economic evaluation
- Describe the CUA, CEA, CMA, CBA, or CCA, and justify the type(s) conducted.

4.2 Target population
- Describe target population(s) and the care setting for the intervention or expected use. Where appropriate, describe and justify the population subgroups analyzed.

4.3 Comparators
- Describe and justify selected comparators; relate choice of comparators to the study population, and the local context or practice.

4.4 Perspective
- State and justify the perspective(s) used in the analysis (e.g., public payer, society).
4.5 Effectiveness

a) Evidence of efficacy and effectiveness
   - Give details about the evidence on efficacy and effectiveness used in the analysis (if lengthy, place in a separate section preceding section 3 or in an appendix).
   - For clinical studies, report on PICOS (participants, intervention, comparator or control, outcomes, study design).
   - Describe adverse events, where important and relevant.
   - Indicate sources of information (e.g., trials, a meta-analysis of individual trials, literature, expert opinion).

b) Modelling effectiveness
   - Identify factors that are likely to have an impact on effectiveness (e.g., adherence, diagnostic accuracy), and describe how these were factored into the analysis. Explain casual relationships and techniques used to model or extrapolate the data (e.g., short-term to long-term outcomes, surrogate to final outcomes). Describe the strength of the evidence for the relationships and links.

4.6 Time horizon
   - Indicate the time horizon(s) used in the analysis, and its justification.

4.7 Modelling

a) Modelling considerations
   - Describe the study design: modelling, trial-based, prospective or retrospective analysis, or combination of methods.
   - Describe the model structure: description of the scope, structure, and assumptions made with justification; inclusion of a model diagram or decision tree is recommended.
   - Describe how the model was validated. This can involve validating different aspects of the model (e.g., model structure, data and assumptions, model coding) and using different validation methods (e.g., top-down versus bottom-up methods for checking of model results, comparison with other models). If relevant, results from validation exercises can be attached as appendices.

b) Data considerations
   - List other data or assumptions with sources and justification. This may include details about epidemiological factors, such as prevalence or incidence of the condition.
   - Where a statistical analysis has been conducted, describe how censored data were handled.

4.8 Valuing outcomes

   - Identify, measure, and value all relevant outcomes, including important adverse events, for each alternative.
   - Give the sources of information and data, assumptions, and justification.
   - Give the HRQL measurement approach used, with the justification (a copy of the instrument may be included in an appendix). Describe the methods of eliciting preferences and the population measured.
   - Include other outcomes that were considered but rejected (with rationale).

4.9 Resource use and costs

   - Identify, measure, and value all resources included in the analysis.
   - Report the costing methods used (e.g., gross or micro-costing).
   - Classify resources into categories relevant to the perspective (e.g., relevant agencies comprising the public payer).
   - Report resource quantities and unit costs separately.
   - Distinguish additional costs from averted costs.
   - Report the method used for costing lost time, including productivity losses. Identify, measure, and value
lost time. Provide justification when
time costs are not considered.

- Report all sources of information and
data and assumptions.

4.10 Discount rate
- Indicate the discount rates used for
costs and outcomes, and the
justification.

4.11 Variability and uncertainty

a) Handling variability
- Describe and justify the basis for
stratification of the target population.
State whether there are a priori
identifiable subgroups for which
differential results might be expected
(e.g., based on effectiveness,
preferences and utilities, costs).
- Describe how other types of
variability (e.g., variation in costs or
practice patterns) were analyzed, and
provide the justification.

b) Handling uncertainty
- Identify sources of uncertainty
(parameter or modelling) in the
analysis.
- Describe methods used to analyze
uncertainty (e.g., a DSA or a PSA).
- For a DSA, state the range of
parameter values and assumptions
tested; provide sources and
justification for each.
- For a PSA, state the form of
probability distributions and the
number of Monte Carlo iterations,
with sources and justification.

4.12 Equity
- State equity assumptions (e.g., a
QALY is equal for all).
- Identify equity-relevant
characteristics of the main subgroups
that may benefit, or be adversely
affected by, the technology, and
describe how they were analyzed.

5. RESULTS

5.1 Analysis and results
- Present all analyses in a step-by-step
fashion, so the calculations can be
replicated if desired. Present the
analysis first in a disaggregated
fashion showing all perspectives
separately. If relevant, show
separately the analysis of different
time horizons and types of economic
evaluations performed.
- Show undiscounted totals (gross and
net) before aggregation and
discounting.
- Show the components of the ICER
numerator (cost of each alternative),
and ICER denominator (outcomes of
each alternative).
- For outcomes, express in natural units
first, and then translate into
alternative units, such as QALYs or
monetary benefits.
- Provide tables of results in
appendices; a visual display of results
is encouraged.

5.2 Results of variability analysis
- Give the results for all subgroups
analyzed.
- Indicate the distribution impacts (i.e.,
benefits, harms, costs) and ICER
results for any subgroups that are
relevant for equity purposes.
- Indicate the results of analysis for
other types of variability (e.g.,
variation in costs or practice patterns).

5.3 Results of uncertainty analysis
- State the results of sensitivity
analysis.
- Identify the greatest sources of
uncertainty (i.e., key drivers).

6. DISCUSSION

6.1 Summary of results
- Critically appraise and interpret the
main findings of the analysis in the
context of all reasonable alternatives.
• Address the place of the intervention in practice, based on the evidence.
• Discuss the uncertainty of the results and the key drivers of results.
• Discuss the trade-off between benefits, harms, and costs.

6.2 Study limitations
• Discuss key limitations and issues concerning the analysis, including methodological limitations and issues, validity of assumptions, strength of the evidence for data, relationships or links used in the model. Describe whether the data and methods used may bias the analysis in favour of one alternative.

6.3 Other economic studies
• Where other economic studies have been reviewed, compare the methods and results of these studies with the present study.

6.4 Generalizability
• Comment on the generalizability or relevance of results, and the validity of the data and model to the relevant jurisdictions and populations.
• Comment on regional differences in terms of disease epidemiology, population characteristics, clinical practice patterns, resource use patterns, unit costs, and other factors of relevance. Where differences exist, discuss the impact on the results (expected direction and magnitude), and the conclusions.

6.5 Equity considerations
• Indicate the distributional considerations (e.g., primary beneficiaries and those adversely affected)
• List other ethical and equity implications or issues. For example, are there likely to be variations in patients’ access to the intervention, as defined geographically or by patient characteristics? Does the technology address the unmet needs of certain disadvantaged groups (e.g., telehealth for those in remote locations)? Is the technology responsive to those with greatest need, for whom there is no alternative treatment (e.g., “rule of rescue”)?

6.6 Health services impact
• Comment on the possible shift in health care resources or impact on the health services of adopting the technology. How does this change current practice?
• Practical considerations include health service planning concerns (e.g., increased or decreased need for related health care services); implementation mechanisms (e.g., changes to the physician fee schedule, development of new clinical practice guidelines); human resource implications (e.g., training, workload); legal and regulatory issues; and psychosocial issues (e.g., social acceptability of the intervention).
• With regards to budget impact, identify the potential funders of the technology.
• Describe the factors likely to determine the budget impact (e.g., epidemiological factors, current comparator baseline use, intervention uptake rate).
• Estimate the resource use and budget impact for various scenarios (e.g., base case, high and low ranges); disaggregate the latter into gross expenditure, savings, and net expenditure over the relevant period.

6.7 Future research
• Identify knowledge gaps and areas for further research that is relevant to Canada.

7. CONCLUSIONS
• Address the research objective(s) and question(s).
• Summarize the bottom-line findings of the study, aggregate impact, uncertainty about the results,
appropriate uses for the intervention (e.g., population subgroups), and any caveats.

8. REFERENCES
9. APPENDICES
   - Include in appendices (depending on practical considerations, and amount of material) a table of data and sources; data collection forms, questionnaires, instruments; diagram of model decision tree; step by step details of analyses, including intermediate results; tables of results; visual presentation of results (e.g., figures, graphs).
   - If a systematic review was conducted, include literature search strategy, flow chart of included and excluded studies, data extraction form, quality assessment criteria list, summary of methods, and results of studies.
APPENDIX 4: Glossary

Adverse event – an undesirable effect of a health technology.

Adherence (sometimes referred to as “compliance”) – adherence is achieved if the patient achieves the following three components of treatment: acceptance, the initial decision of the patient to accept treatment; compliance, the consistency and accuracy with which the patient follows the recommended treatment regimen, and persistence, long-term continuation of treatment.

Analysis of extremes – type of sensitivity analysis that involves changing all parameters or other model inputs to extreme values (either best or worst case) simultaneously.

Analyst – someone who conducts an economic evaluation.

Bayesian method – a branch of statistics that uses prior information on beliefs for estimation and inference.

Budget impact analysis – application of methods to estimate planned resource use and expenditure of a budget over a period of time.

Comparator – alternative to which the intervention is compared.

Condition – medical condition that includes disease.

Conjoint analysis (or discrete choice experiment) – technique for valuing the benefits of health technologies by asking respondents to make discrete choices between alternative bundles of attributes that form the technology. If the cost of the technology is one of the included attributes, this technique allows one to determine willingness to pay indirectly.

Contingent valuation – technique for valuing the benefits for health technologies, typically by determining individuals’ maximum willingness to pay for the availability of that technology, or the minimum amount that they would accept as compensation for not having that technology available.

Cost – the value of opportunity forgone (strictly the best opportunity forgone), as a result of engaging resources in an activity (see opportunity cost); there can be a cost without the exchange of money; range of costs (and benefits) included in a particular economic evaluation depends on perspective taken; average costs are average cost per unit of output (i.e., total costs divided by total number of units produced); incremental costs are extra costs associated with intervention compared to alternative; marginal cost is cost of producing one extra unit of output.

Cost-benefit analysis (CBA) – type of economic evaluation that values costs and outcomes in monetary terms.

Cost-consequence analysis (CCA) – type of economic evaluation in which costs and outcomes are listed separately in a disaggregated format, without aggregating these results (e.g., usually in incremental cost-effectiveness ratio).

Cost-effectiveness acceptability curve (CEAC) – graphical representation of probability that intervention is cost-effective at various willingness-to-pay thresholds (or ceiling ratios), given the data available.

Cost-effectiveness analysis (CEA) – type of economic evaluation in which outcome is measured in natural (health) units, such as life-years gained or clinical event avoided; term is also sometimes used to refer to all types of economic evaluations.
**Cost-minimization analysis (CMA)** – type of economic evaluation in which intervention and alternatives are considered equivalent in terms of factors relevant to decision (other than cost), and so, lowest cost is selected.

**Cost-utility analysis (CUA)** – type of economic evaluation in which outcome is measured as health-related preferences, often expressed as quality-adjusted life-years (QALYs).

**Decision tree** – graphical representation of decision, incorporating alternative choices, uncertain events (and their probabilities), and outcomes.

**Deterministic sensitivity analysis (DSA)** – method of decision analysis that uses one-way and multi-way sensitivity analyses; involves substituting different values (or processes) for one or more model inputs; one-way sensitivity analysis involves changing value of one model input through range of plausible values while keeping other model inputs constant.

**Direct costs** – value of all health care resources that are used in provision of intervention or in dealing with adverse events or other current and future consequences linked to it; typically include medications, physician office visits, laboratory tests, and hospitalizations.

**Direct preference measurement** – direct measurement of preferences by using techniques such as standard gamble and time trade-off.

**Discounting** – process by which streams of future costs and benefits occurring in future (typically beyond one year) are converted to equivalent present values using discount rate.

**Distributional impact** – distribution of benefits, harms, and costs (and cost-effectiveness) of technology across population subgroups.

**Dominance (simple, strong or strict)** – state when intervention is more effective and less costly than alternative.

**Economic evaluation** – application of analytical methods to identify, measure, value, and compare costs and consequences of alternatives being considered; addresses issue of efficiency to aid decision making for resource allocation.

**Effectiveness** – extent to which intervention produces benefit in defined population in routine or “real world” circumstances; compare with efficacy.

**Effect modification** – change in magnitude of effect measure according to value of third factor; this factor is called an effect modifying factor.

**Efficacy** – extent to which intervention produces benefit in defined population in controlled or ideal circumstances; compare with effectiveness.

**Efficiency** – extent to which maximum possible benefit is achieved out of available resources (i.e., good value for money); two (related) types of efficiency are technical and allocative.

**Equity** – as it relates to health, “fairness” in allocation of resources, interventions, or outcomes among individuals or groups.

**Extended (or weak) dominance** – state when intervention is more costly and more effective, and has lower incremental cost-effectiveness ratio, than alternative.

**External validity** – extent to which one can generalize study conclusions to populations and settings of interest outside study.

**Extrapolation** – prediction of value of model parameter outside measured range or inference of value of parameter of related outcome (e.g., extrapolation of reduction in rate of progression to AIDS from improvement in HIV viral load).

**Final outcome** – health outcome that is related directly to length and quality of life, examples include life-years gained and quality-adjusted life-years.

**Friction cost approach (FCA)** – method of estimating productivity costs by calculating value of production losses during friction period (i.e., between start of absence from work and replacement); compare with human capital approach.
Generalizability – problem of whether one can apply or extrapolate results obtained in one setting or population to another. Term may also be referred to as “transferability,” “transportability,” “external validity,” “relevance,” or “applicability”

Gross (or top down) costing – costing approach that uses large components as basis for costing, such as cost per hospital day; compare with micro-costing costing

Guideline Statement – in context of Economic Guidelines, key point of guidance for analyst to follow when conducting an economic evaluation

Health technology – application of scientific or other organized knowledge (including any tool, technique, product, process, method, organization, or system) to practical tasks that promote health; prevent, diagnosis, and treat conditions; or improve rehabilitation and long-term care. It includes drugs, vaccines, medical devices, medical and surgical procedures, disease prevention and screening activities, health promotion activities, and organizational and managerial systems such as telemedicine, technologies can be different strategies for management or treatment of condition

Health-related quality of life (HRQL) – physical, social, and emotional aspects that are relevant and important to an individual’s well-being; can be assessed using a disease-specific, generic, or a preference-based measurement tool

Human capital approach (HCA) – method of estimating productivity costs based on individual’s entire employment period that is lost because of illness; compare with friction cost approach

Important patient outcome – in context of Economic Guidelines, valid outcome of importance to health of patient; outcomes include disease-specific events (e.g., avoidance of stroke and HIV infection), final outcomes (e.g., life-years gained), and validated surrogate outcomes

Incremental cost-effectiveness ratio (ICER) – ratio of difference in costs of intervention and alternative to difference in outcomes

Indirect preference measurement – use of instruments (e.g., Health Utilities Index and EQ-5D) to measure preferences, without undertaking direct measurement

Intervention – health technology of interest for assessment in economic evaluation

Leisure time – time that is not spent at paid or unpaid (e.g., informal caregiving) work

Limited use criteria – category of reimbursement for drug in formulary, such that drug is reimbursed for more restrictive subgroup of patients (e.g., based on specific clinical criteria) than that indicated in drug’s licensing

Micro-costing (or bottom-up) costing – costing approach based on detailed resources used by patient on item by item basis; compare with gross costing

Meaningful (or important) difference – in context of Economic Guidelines, difference or impact that is likely to have a substantial impact on main results of analysis, or important bearing on decision facing decision maker (e.g., is likely to change decision or conclusions of the report)

Model inputs – parameters (e.g., outcomes, resource use, utilities) and model design features (e.g., model structure, analytical methods, and assumptions) of model

Model uncertainty – uncertainty relating to model design features (e.g., model structure, analytical methods and assumptions); model uncertainty depends on choices and assumptions made by modeller.

Monte Carlo simulation – type of simulation modelling that uses random numbers to capture effects of uncertainty; multiple simulations are run, with value of each uncertain parameter in analysis selected at random from probability distribution for each simulation; simulation results are compiled, providing probability distribution for overall result

Net benefit – refers to method of reporting results of economic evaluations (versus incremental cost-effectiveness ratio) in terms of monetary units
(called net monetary benefit) or units of outcome (called net health benefit); in cost-benefit analysis, (incremental) net benefit is difference in total benefit and total cost of intervention less the difference in total benefit and total cost of alternative.

**Opportunity cost** – costs of resources consumed expressed as value of next best alternative for using resources.

**Outcome** – consequence of condition or intervention; in Economic Guidelines, outcomes most often refer to health outcomes, such as surrogate outcome or important patient outcome.

**Parameter uncertainty** – uncertainty about true numerical values of parameters (e.g., health outcomes, utilities, and resource use) of model.

**Perspective** – viewpoint from which economic analysis is conducted (e.g., public payer, society, individual); defines which costs will be examined.

**Point estimate** – estimate of parameter of interest.

**Preference** – desirability of particular outcome or situation; terms preference and utility generally used synonymously as measure of HRQL in Economic Guidelines; utilities are preferences obtained by methods that involve uncertainty (e.g., standard gamble approach), whereas values are preferences derived by methods that do not involve uncertainty (e.g., time trade-off approach); both utilities and values are preferences.

**Present value** – value of future cost or benefit after adjusting for time preferences by discounting.

**Probability** – expression of degree of certainty that event will occur, on scale from zero (certainty that event will not occur) to one (certainty that event will occur).

**Probability distribution (or probability density function)** – numerical or mathematical representation of relative likelihood of each possible value that parameter may have.

**Probabilistic sensitivity analysis (PSA)** – method of decision analysis in which probability distributions are specified for uncertain parameters (e.g., outcomes, costs, utilities); a Monte Carlo simulation is performed; and resulting probability distribution of expected outcomes and costs is displayed.

**Productivity costs** – the costs associated with lost or impaired ability to work because of morbidity or death.

**Protocol-driven costs** – resource use that is required as part of clinical trial protocol; is usually not part of usual care.

**Public payer** – publicly funded health care system.

**Quality-adjusted life year (QALY)** – measure of health outcome that combines effect of intervention on length of life and quality of life (usually expressed in terms of utilities); common measure of outcome in cost-utility analysis.

**Recommended (or appropriate) care** – high quality, clinically appropriate care determined by reference to recommendations in evidence-based clinical practice guidelines or by clinical experts.

**Reference Case** – set of preferred methods for analyst to follow when conducting base case analysis in economic evaluation.

**Scenario analysis** – form of multi-way sensitivity analysis, which involves simultaneously substituting model inputs associated with identifiable subgroup of interest; variability can be assessed through scenario analysis.

**Sensitivity analysis** – method of analysis to determine how and whether changes in uncertain model inputs affect main results and conclusions of analysis.

**Serious adverse event** – adverse event that results in death; is life threatening; requires in-patient hospitalization or prolongation of existing hospitalization; results in persistent or significant disability or incapacity, or is congenital anomaly or birth defect; adverse events that require significant medical intervention to prevent one of these outcomes also considered to be serious.

**Standard gamble** – technique used to assess a person’s utility for outcomes or health states that
differ in quality or length of life; done by asking person to choose given health state, or gamble between ideal health and immediate death; probability of ideal health versus immediate death systematically changed until person no longer prefers either gamble or health state; compare with time-tradeoff

**Stratified analysis** – process of analyzing smaller, more homogeneous subgroups according to specified criteria such as age groups, socioeconomic status, where there is variability (heterogeneity) in population.

**Surrogate outcome** – laboratory measurement or a physical sign used as substitute for clinically meaningful endpoint that measures directly how patient feels, functions, or survives; examples for cardiovascular disease include blood pressure or cholesterol level; surrogate outcomes can be validated or unvalidated

**Systematic review** – form of structured literature review that addresses question formulated to be answered by analysis of evidence; involves application of explicit methods to search literature, apply predetermined inclusion and exclusion criteria to literature, critically appraise relevant literature, and extract and (qualitatively or quantitatively) synthesize data from evidence base to formulate findings

**Threshold analysis** – type of sensitivity analysis in which model input is varied over a range to determine value of input that would lead to major changes in conclusions

**Time costs** – relates to time patient spends seeking care (e.g., for travel) or participating in or undergoing an intervention; time costs can also be related to productivity costs, including unpaid caregiver time off from work

**Time horizon** – period of time over which costs and outcomes are measured in economic evaluation

**Time-tradeoff** – technique of preference assessment in which subject is asked to determine length of time in ideal health that he or she would find equivalent to longer period of time with specific condition; compare with standard gamble

**Tornado diagram** – diagrammatic display of results of one-way sensitivity analysis; each bar in diagram represents range of change of model inputs resulting from analysis of maximum and minimum values

**Transfer (or income transfer) payment** – payment made to individual (usually by government body) that does not perform any service in return; examples are social security payments and employment insurance benefits

**Uncertainty** – a state in which true value of parameter or structure of process is unknown

**Unvalidated (or unproven) surrogate outcome** – surrogate outcome that has not been proven to be predictive of important patient outcome

**User** – user of economic evaluations, most often decision and policy makers in Canada’s publicly funded health care system

**Usual care** – most common or most widely used alternative in clinical practice for specific condition; also referred to as “existing practice,” “current practice,” “typical care,” or “status quo”

**Validity** – extent to which technique measures what it is intended to measure

**Valuation** – process of quantifying desirability of outcome in utility or monetary terms or of quantifying cost of resource or individual’s productivity in monetary terms

**Variability** – reflects known differences in parameter values associated with identifiable differences in circumstances; is represented by frequency distributions; variability can be attributed to diverse clinical practice patterns in different geographical areas or settings, or inherent
variability in patient population (i.e., patient heterogeneity)

**Willingness-to-pay (WTP) approach** – evaluation method used to determine maximum amount of money individual is willing to pay for particular outcome or benefit (e.g., receive health care service); method is often used in cost-benefit analysis to quantify outcome in monetary terms.
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